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1. Introduction

There is increasing recognition that a transition to cleaner tech-
nology has to be the bedrock of future reductions in carbon emis-
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subsidies can contribute to the adoption of these technologies,2

some experts and policymakers instead pin their hopes on geoengi-
neering breakthroughs, such as large-scale carbon sequestration,
ocean fertilization, and solar radiation management (for example,
Keith, 2013; Flannery, 2015; and Morton, 2015). Although such
breakthroughs, if realized, could enable the global economy to
achieve lower environmental damages without high carbon taxes,
there are concerns that the prospect of geoengineering may delay
or undermine other policy responses to climate change. As the Inter-
governmental Panel on Climate Change (IPCC) argues,

One of the most prominent arguments against geoengineering
suggests that geoengineering research activities might hamper
mitigation efforts. . .which presumes that geoengineering
should not be considered an acceptable substitute for mitiga-
tion. The central idea is that research increases the prospect
of geoengineering being regarded as a serious alternative to
emission reduction. (IPCC 2014, p. 219).

In this paper, we provide a new and complementary reason why
the prospect of geoengineering may, paradoxically, lead to worse
environmental outcomes. In addition to incorporating geoengi-
neering, our model features two plausible modifications relative
to the simplest model of Pigovian carbon taxation. First, we intro-
duce a conventional clean technology, which firms can adopt in
order to reduce emissions when faced with a future carbon tax.
Consistent with much of the evidence in the area of innovation,
we assume that the development or adoption of cleaner conven-
tional technologies today will make it cheaper to adopt them in
the future.3 Second, we assume that policy is chosen by a social
planner without the ability to commit to future policies. That
policy-making is potentially ‘‘time inconsistent” —both because
future decision-makers may be different than the current one and
because even the same decision-maker may wish to revise policy
plans and deviate from promises made in the past—has long been
emphasized in many areas of economics.4 In environmental eco-
nomics, several policy reversals have illustrated the relevance of
the commitment problem for climate change.5

The core of our argument is that time-inconsistency—beyond its
general import—qualitatively changes the positive and normative
implications of new technologies. A natural reference point for
the carbon tax in a model with harmful carbon emissions is the
2 We refer to wind, solar and geothermal technologies and to energy-saving
incremental improvements, which firms themselves develop or invest in, as
‘‘conventional” technologies to distinguish them from the less-tested geoengineering
technologies (which are likely to be developed by other entities).

3 This type of externality arises naturally in almost all models of endogenous
technology, including the quality ladder models of Aghion and Howitt (1992),
Grossman and Helpman (1991) and Klette and Kortum (2004), as well as many of the
horizontal innovation models, such as Jones (1995). See Acemoglu (2007) for a
discussion. Aghion and Griffith (2005) and Akcigit and Kerr (2018) provide evidence
consistent with this type of externality in general, while Aghion et al. (2016) provide
evidence for it in the context of the adoption of cleaner technologies in the
automobile industry and Bollinger and Gillingham (2014) provide evidence in the
context of solar installations.

4 Throughout, we use the term ‘‘time-inconsistency” in the spirit of Kydland and
Prescott (1977) and Calvo (1978) to signify that Bellman’s (1957) theorem of
sequential optimality fails even for a standard, additively separable exponentially-
discounted objective function because the constraint facing the decision-maker
changes over time (here, due to decisions made by other agents).

5 Major political revisions include Canada’s 2011 withdrawal from Kyoto, Aus-
tralia’s repeal of its carbon tax in 2014, and the U.S.’s repudiation of the Paris Accord
in 2017. Examples of energy incentives revised in response to technological change
include the Spanish solar feed-in-tariff, where the government reneged on solar
subsidies after production costs fell unexpectedly, and the U.K.’s decision in late 2011
to cut solar subsidies under the 2008 Energy Act by 55%. Optimal climate policies are
often computed for the next 100–200 years (e.g., Golosov et al., 2014), while the U.S.
legislature commits to the wind power production tax credit for three years on
average (from 1992–2015) and caps under the E.U. Emissions Trading Scheme are
renegotiated between each phase (every four to eight years).
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Pigovian benchmark (where the carbon tax equals the marginal
damage from one more unit of carbon). This carbon price can be
implemented via a price instrument (a tax) or a quantity instru-
ment (a ‘‘cap-and-trade”). However, when the (social) planner
would also like to encourage a transition to cleaner (conventional)
technology, she would like to deviate from the Pigovian benchmark
and set a higher tax rate to encourage more rapid technology adop-
tion. But in a world without commitment to future policies, firms
will anticipate that any promised taxes above the Pigovian level
will be revised, and underinvest in clean technology.

It is into this setting that we introduce the prospect of geoengi-
neering. For clarity, and in line with the IPCC’s own taxonomy, we
distinguish between two different types of geoengineering tech-
nologies (recognizing that some real-world technologies are a mix-
ture of these two types): type I technologies, carbon removal, which
correspond to a rightward shift of the environmental damage func-
tion (or, equivalently, reduce the effective stock of carbon that
enters the damage function by a constant amount), and type II
technologies, climate adaptation or solar radiation management,
which reduce marginal damages from carbon in the atmosphere.6

Examples of type I technologies include all forms of large-scale car-
bon dioxide removal, like mass afforestation, biochar, ambient air
capture, and ocean fertilization (Lenton and Vaughan, 2009). Exam-
ples of type II technologies include solar radiation management,
such as albedo enhancement, space reflectors, or stratospheric aero-
sols (National Research Council, 2015). While some type II geoengi-
neering technologies appear to be the most empirically relevant, due
to their low predicted costs, type I technologies may also experience
breakthroughs.

Though the two types of geoengineering technologies have
somewhat different implications, they both work in a similar man-
ner in an environment without commitment. With clean technol-
ogy held fixed, geoengineering breakthroughs of either type
reduce future damages, and thus future Pigovian carbon taxes.
But because firms investing in clean technology anticipate that
such breakthroughs will lower the profitability of their invest-
ments, fewer such firms invest. For this reason, geoengineering in-
creases underinvestment in these socially valuable technologies.

More specifically, we demonstrate that type I geoengineering
technologies reduce investment in conventional clean technology
so much that overall damages remain at the same level as before
geoengineering. Intuitively, in our model to restore incentives for
the adoption of conventional clean technologies, the Pigovian tax
(marginal damage of carbon) needs to be at a certain level. With
type I technologies, when the marginal value of damages remains
the same so does the level of overall damages. Interestingly, even
though overall damages remain constant, welfare may decline
because the problem of underinvestment in cleaner technologies
becomes more severe with the geoengineering advances. More
ominously, we show that type II geoengineering technologies
may actually lead to greater damages (depending on an elasticity
condition for the damage function) and are more likely to reduce
welfare.

The reason why geoengineering technologies backfire in our
model is very different from those emphasized in previous discus-
sions, which focus on potential downsides of the prospect of geo-
engineering because major geoengineering breakthroughs may
not be realized or may create new, unrelated environmental risks.
Instead, our framework identifies potential inefficiencies from geo-
6 See IPCC (2014, pp. 484–489): ‘‘Two categories of geoengineering are generally
distinguished. Removal of GHGs, in particular carbon dioxide termed ‘carbon dioxide
removal’ or CDR, would reduce atmospheric GHG concentrations.. . . ‘Solar radiation
management’ or SRM technologies aim to increase the reflection of sunlight to cool
the planet and do not fall within the usual definitions of mitigation and adaptation.”
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engineering that arise precisely because the breakthroughs will be
realized.

We first develop these ideas in the simplest setting, which is a
static world with ex ante identical firms. Each firm first undertakes
a costly investment to switch to a cleaner production technology
anticipating the future carbon tax and any geoengineering break-
throughs. A benevolent planner sets the carbon tax after these con-
ventional clean technology investments are made, but before
production decisions. Production decisions create emissions, which
contribute to the stock of carbon in the atmosphere, and a convex
(social) damage function determines the welfare costs from this
stock of carbon. The key technological externality—that clean tech-
nology investments make future clean technology cheaper—arises
from a simple premise: a fraction of firms are replaced by new
entrants, and if they have invested in the clean technology, the
new entrant can inherit this improvement. This externality implies
that the planner would like to choose a carbon tax rate above the
Pigovian level, but the aforementioned time-inconsistency prob-
lem means that she cannot deviate from Pigovian taxes, leading
to underinvestment in the conventional clean technology.

What simplifies the analysis of this model is that there exists a
unique level of the carbon tax that satisfies the technology
incentive-compatibility constraint (IC), which makes the ex ante
identical firms indifferent between investing in the clean technol-
ogy and not. Provided that it is optimal to have some firms invest
in the clean technology, the stock of carbon in the atmosphere has
to adjust in order to satisfy the technology IC. In this light, the
implications of various different types of geoengineering technolo-
gies become straightforward. A type I geoengineering technology,
for example, shifts the damage function to reduce the level of the
Pigovian carbon tax at a given stock of carbon in the atmosphere.
But at this lower level of carbon tax, the technology IC is violated.
To restore IC, the stock of carbon in the atmosphere must increase
to offset the benefits from geoengineering. The logic for type II
technologies is similar, except that in this case following geoengi-
neering, the overall level of damages increase not to their original
level but to restore the original marginal value of damages.
Depending on the elasticity of the damage function, this may
involve an increase in the level of damages relative to the bench-
mark without geoengineering.

Our baseline results are greatly simplified thanks to our focus
on ex ante identical firms. We establish that our general conclu-
sions are robust to introducing firm heterogeneity, so that some
firms are more likely to switch to clean technology at any given
level of carbon tax. Another important simplifying assumption is
that policymakers have to rely on the carbon tax in order to
encourage the development of the clean technology. However, as
emphasized in Acemoglu et al. (2012, 2016), optimal policy in this
class of models involves both carbon taxes and direct subsidies to
clean technology, and we also show that our results are robust to
allowing for such subsidies. We discuss various other extensions
of our basic framework as well.

After expositing our main ideas in a transparent manner in a
static environment, we move to a continuous-time model of
endogenous technological change with quality ladders. This model
is useful for micro-founding the technological externality intro-
duced above and demonstrating that our results do not depend
on a static setting or on having no technological advances in dirty
technologies. We also use the dynamic model for a simple quanti-
tative exercise to investigate whether geoengineering break-
throughs could reduce welfare in practice.

In our dynamic model, each active firm operates the best avail-
able technology in a given energy-related activity, and is stochas-
tically replaced by a new entrant that builds and improves upon
its productivity. The key technology externality emerges from the
assumption that firms face nonzero probabilities of replacement.
3

We characterize the dynamic Markov equilibrium with a time-
inconsistent planner in this setting. To do so, we show that (1)
the interior equilibrium level of clean technology in the dynamic
economy converges uniquely and in finite time, and (2) the equilib-
rium tax trajectory without commitment after the clean technol-
ogy transition must be Pigovian. Though Pigovian taxes become
more complicated (because they take into account future dam-
ages), we show that the results in the unique balanced growth path
(BGP) are qualitatively identical to those we obtained in the static
setting (and that the dynamic equilibrium converges to the BGP).

In our quantitative exercise, we calibrate the BGP of the
dynamic model to world emissions and use estimates of environ-
mental damages from Nordhaus (2017) to investigate the implica-
tions of geoengineering for carbon emissions and welfare. We find
that type I geoengineering technologies are likely to improve wel-
fare, but type II geoengineering advances will lead to a significant
decline in investment in clean technology, increase emissions and
reduce welfare. Though primarily illustrative, this quantitative
exercise suggests that unless appropriate policy responses can be
designed (for example, in the form of credible commitment to
future carbon taxes), the opportunities presented by geoengineer-
ing technologies may be squandered and even backfire.

Our work is related to several literatures. First, we provide the
first analysis of geoengineering breakthroughs in an environment
where the planner cannot commit and firms undertake clean tech-
nology investments. Our work consequently builds on and con-
tributes to a growing literature on clean technology investments
and innovations. In addition to Acemoglu et al. (2012, 2016) and
Aghion et al. (2016), which have been mentioned above,
Bovenberg and Smulders (1995), Goulder and Mathai (2000),
Grimaud et al. (2011), Hartley et al. (2016), Hassler et al. (2012),
Newell et al. (1999), and Popp (2002, 2019) also discuss endoge-
nous technology in the context of environmental policy and cli-
mate change. Particularly relevant is Battaglini and Harstad
(2016), who study incentives to invest in clean technologies in
multilateral settings.

Second, several recent papers analyze the economics of geo-
engineering technologies. Barrett (2008), Weitzman (2015),
Moreno-Cruz (2015), and Meier and Traeger (2020) focus on the
international political economy dimensions of geoengineering
technologies to study the risks of unilateral geoengineering when
the technology imposes externalities on other countries. Heutel
et al. (2018) and Emmerling and Tavoni (2018) explore the optimal
combination of conventional technology and geoengineering under
full commitment. Some authors have also argued that geoengi-
neering technologies may be harmful because of moral hazard—it
is giving an additional option to policymakers who may not fully
internalize social objectives (Lawrence and Crutzen, 2017). For
instance, Morrow (2014) argues that if policymakers form false
beliefs or are morally corrupt or unethical, then geoengineering
research can lead to worse outcomes. Similarly, Quaas et al.
(2017) show that when the planner uses hyperbolic discounting,
geoengineering may be harmful. Our paper contributes to this lit-
erature by developing a new perspective on how geoengineering
might affect mitigation based on the interplay between the devel-
opment of conventional clean technologies and time inconsistency
of policymaking.

Third, existing work has emphasized the relevance of the com-
mitment problem for exhaustible-resource management (Karp and
Newbery, 1993), environmental regulation (Laffont and Tirole,
1996, 2000, 2002), climate policy (Helm et al., 2003; Brunner
et al., 2012), and firms’ incentives to adopt abatement technology
(Requate and Unold, 2001; Requate and Unold, 2003). However,
we are not aware of any papers that model or note how time-
inconsistency distorts policies so much that technological
improvements lead to lower welfare.



7 Nothing in our qualitative results below change if we instead assume that the
entrant could use the clean technology at some cost Centrant < C. Our specification
can be viewed as the special case with Centrant ¼ 0, adopted for simplicity. An
incumbent’s clean investment may create lower costs for an entrant if, for example,
there exists any learning-by-doing in that activity, or if imperfect patent protection
(or, in the dynamic model, quality-ladder-location-specific investment) prevents an
exiting incumbent from recouping the entire value of their clean investment. For
evidence on these types of spillovers, see footnote 3.

8 This structure of entrants replacing incumbents will be further micro-founded in
the context of the dynamic model in the next section.

9 Welfare is usually assumed to be convex in the range of predicted temperature
increases (Nordhaus and Moffat, 2017, p. 16), but differing assumptions give various
specifications for the map from carbon to temperature. Some argue for a linear
relationship based on historical climate records (Hassler et al., 2016, §3.2.6); others
suggest concavity based on principles of climate physics (Golosov et al., 2014, §4.2);
still others note that a convex relationship may arise in the presence of ‘‘tipping
points” (see, e.g., Lemoine and Traeger, 2014). Hassler et al. (2016, §4.7) review the
geophysics and its implications for the damage function. Our assumption that D is
strictly convex rules out cases where the map from the carbon stock to global
temperature is more concave than welfare losses are convex in temperature, which is
unlikely. (An exception is the knife-edge case of Golosov et al., 2014, whose
exponential temperature damage function and logarithmic carbon-temperature make
marginal damages exactly linear). Finally, the additive formulation of environmental
damages simplifies our analysis, but is not essential. In Appendix B, we show that our
qualitative results are unaffected if damages affect productivity as in Nordhaus (1991,
2008) and Golosov et al. (2014), or affect utility in a non-additively separable manner.
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Fourth, our results are also related to the literature on second-
best (environmental) policy. In the classic work by Peltzman
(1975), a regulator sets safety technology standards but cannot
directly control agents’ risk-taking activities. Also related is
Sinn’s (2012) ‘‘green paradox,” whereby future taxes on resources
or resource use can lead to faster extraction of exhaustible supplies
by firms today (see Jensen et al., 2015 and Lemoine, 2017). We con-
tribute to this literature by showing the powerful effects that fol-
low from the interplay of time-inconsistent policymaking and
new (geoengineering) breakthroughs.

To the best of our knowledge, none of the literatures mentioned
above contain comparative statics similar to the ones we empha-
size: geoengineering reducing aggregate welfare and this paradox-
ical result becoming more powerful when there are stronger
innovation externalities and reductions in the marginal damages
from carbon. We finally note that these results also apply beyond
the context of geoengineering, for example, when there are inter-
actions between different jurisdictions or other changes that
reduce marginal damages.

The remainder of the paper is organized as follows. Section 2
introduces our model and characterizes the equilibrium. Section 3
shows the robustness of our main results to alternative assump-
tions that incorporate richer distributions of firm types, more pol-
icy instruments, additional aspects of geoengineering, or political
economy concerns. Section 4 then extends our baseline results to
an infinite-horizon setting in continuous time. Section 5 presents
our quantitative exercise. Section 6 concludes. Appendix A con-
tains proofs omitted from the text, online Appendix B contains
proofs for extensions and the infinite-horizon model, and online
Appendix C contains details on the quantitative evaluation.

2. Baseline model

In this section, we introduce our simplest baseline static model.
In the next two sections, we show its robustness to various exten-
sions, including a dynamic model which provides a clearer micro-
foundation for some of the baseline model’s assumptions and fits
more naturally with existing economic models of climate change,
but still delivers essentially identical results.

2.1. Production and environmental damages

We consider an economy consisting of a range of energy-related
activities, represented by the continuum 0;1½ �, which are used to
produce a consumption good. For simplicity, we take these activi-
ties to be perfectly substitutable. Initially, firm i controls the pro-
duction technology for activity i 2 0;1½ �, and by using ki units of
the consumption good as inputs, it can produce

f d kið Þ
units of the consumption good. The production function f d is
assumed to be twice continuously differentiable, increasing and
concave with the usual Inada conditions to ensure interior solutions
(i.e., limk)0 f 0d kð Þ ¼ 1 and limk)1 f 0d kð Þ ¼ 0). Since all activities are
perfectly substitutable, energy firms will act competitively. We
choose the consumption good as numéraire (normalizing its price
to 1).

As indicated by the subscript ‘‘d,” the initial production technol-
ogy is ‘‘dirty,” and generates ki units of carbon emissions. By incur-
ring a cost C > 0, each firm can upgrade to a (conventional) cleaner
technology that produces

f c kið Þ
units of the consumption good (where f c is also twice continuously
differentiable, increasing and concave, and satisfies
4

limk)0 f 0c kð Þ ¼ 1 and limk)1 f 0c kð Þ ¼ 0), but only cki units of carbon
(where c < 1). We think of clean firms as switching to a technology
using clean sources, such as wind or solar energy, or upgrading their
existing plant’s efficiency to reduce emissions. Note that f c is
allowed to differ arbitrarily from f d. In particular, a clean firm’s pro-
ductivity may differ from that of a dirty firm (though our results
also apply to the case in which both types have identical production
functions). In general, when f c – f d, clean and dirty firms will use
different levels of inputs even without a carbon price. The assump-
tion that firms innovate only in clean technology is relaxed in the
dynamic model of Section 4.

We also assume that in each activity i 2 0;1½ �, a new entrant
replaces the incumbent firm with probability k 2 0;1½ Þ. If the
incumbent has already transitioned to clean technology, the
entrant inherits it.7 The entrant has access to the same production
technology as the incumbent (f d if there has not been a transition
to clean technology, and f c if there has been such a transition).8

Given these assumptions, denoting the fraction of activities that
have switched to clean technology by q, total emissions in the
economy can be written as

E ¼ qckc þ 1� qð Þkd; ð1Þ
where kc is the equilibrium input level of clean technology and kd is
the equilibrium input level of dirty technology (here we are using
the fact that both entrants and incumbents will choose the same
level of investment given their technology). The presence of the
term c < 1 captures the fact that input usage by clean firms creates
lower emissions.

Finally, we assume that the stock of carbon in the atmosphere is
given by

S ¼ 1� dð ÞS0 þ E; ð2Þ
where S0 P 0 is the initial level of carbon, and d 2 0;1½ � denotes ‘‘de-
preciation” of this stock of carbon (for example, by absorption by
oceans and forest cover). We choose this formulation to create con-
tinuity with the dynamic model in the next section. The damages
from carbon in the atmosphere are denoted by

D S; n; tð Þ; ð3Þ
where D is an increasing, twice continuously differentiable and
strictly convex function, and enters utility additively.9 The parame-
ters n and t will be used to model the effects of other types of geo-
engineering advances on environmental damages; for now, we
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suppress these parameters, writing environmental damages simply
as D Sð Þ.

2.2. Carbon tax and production decisions

Firms pay a carbon tax of s per unit of their emissions. Thus the
profit maximization problems of the two types of firms can be
written as

pd sð Þ ¼ max
kP0

f d kð Þ � 1þ sð Þk
¼ f d kd sð Þð Þ � 1þ sð Þkd sð Þ;

and

pc sð Þ ¼ max
kP0

f c kð Þ � 1þ csð Þk
¼ f c kc sð Þð Þ � 1þ csð Þkc sð Þ;

where kd sð Þ is defined as the profit-maximizing level of input choice
for a dirty firm, and kcðsÞ is the profit-maximizing level of input
choice for a clean firm.

The difference between the profit-maximization problem of the
two types of firms stems from the difference in their production
functions and—more crucially for our focus—from the fact that
clean firms pollute less per unit of input (i.e., c < 1). That clean
firms pollute less per unit of input does not, however, guarantee
that their overall emissions are less than that of dirty firms, since
they may choose higher levels of input usage. This possibility, first
noted by Jevons (1866), may lead to greater overall emissions by
clean firms. Our next assumption ensures that this is not the case.

Assumption 1 (No Jevons). For all sP 0, we have
K sð Þ � kd sð Þ � ckc sð Þ > 0:

This assumption is not restrictive and is automatically satisfied
when c ¼ 0 and f c ¼ f d.
2.3. Clean technology decisions

The difference in profits between a clean and a dirty firm can be
written as

W sð Þ ¼ pc sð Þ � pd sð Þ
¼ f c kc sð Þð Þ � 1þ csð Þkc sð Þ½ � � f d kd sð Þð Þ � 1þ sð Þkd sð Þ½ �
¼ f c kc sð Þð Þ � kc sð Þ½ � � f d kd sð Þð Þ � kd sð Þ½ � þ sK sð Þ; ð4Þ

where K sð Þ is the change in emissions from switching to a clean
technology defined in Assumption 1.

Recall that firms make their investment to switch to clean tech-
nology before they know whether they will be replaced by a new
firm, and enjoy the additional profits from clean technology,
W sð Þ, only if they are not thus replaced (an event of probability
1� k). Consequently, a firm will find it (privately) optimal to
switch to clean technology only if the condition

1� kð ÞW sð Þ P C

is satisfied. Our key results will follow from the interplay between
the effect of various geoengineering technologies and incentives
for investment in (traditional) clean technology implied by this
constraint.

In what follows, we denote the fraction of firms that switch to
clean technology by q. The following lemma is immediate (proof
omitted):
5

Lemma 1 (Incentive Compatible Technology Choice).

W sð Þ > C
1�k ) q ¼ 1

W sð Þ ¼ C
1�k ) q 2 0;1½ �

W sð Þ < C
1�k ) q ¼ 0:

8><>: ðTechnology ICÞ

Note that when (Technology IC) holds exactly, i.e.,

W sð Þ ¼ C
1� k

; ð5Þ

any fraction of firms switching to clean technology is privately opti-
mal. Conversely, when this equality does not hold, either all firms or
no firm will make the switch to clean technology. Since we show
that W sð Þ is increasing in the next lemma, (5) defines a unique car-
bon tax rate, which we denote by ŝ.

The following lemma shows that higher taxes increase the
incentives to switch to clean technology (proof omitted).

Lemma 2 (Carbon Tax and Technology IC). Suppose Assumption 1
holds. Then

dW sð Þ
ds

¼ K sð Þ > 0:

The result that a small increase in the carbon tax affects (Tech-
nology IC) only through K sð Þ follows from the Envelope Theorem,
or simply from using the fact that both clean and dirty firms are
choosing profit-maximizing input levels. That this effect is positive
is a consequence of Assumption 1. This result greatly simplifies our
analysis by ensuring that the function W is monotone.
2.4. The planner’s problem

The (social) planner maximizes utilitarian welfare. Imposing,
without loss of any generality, that all dirty (clean) firms choose
the same level of inputs, welfare can be written as

W ¼ 1� qð Þ f d kdð Þ � kd½ � þ q f c kcð Þ � kc½ � � qC� D Sð Þ
¼ 1� qð Þpd þ qpc þ kd � qKð Þs� qC� D Sð Þ; ð6Þ

where, as in Assumption 1, we write K ¼ kd � ckc > 0.
Three important observations are in order. First, differently

from private firms, the planner cares about the actual cost of
inputs, and not about the taxes; this can be seen by the presence
of the term K. Second, she also cares about the externality from
emissions, as captured by the term D Sð Þ. Third, the probability that
a current producer is replaced by a new entrant, k, which was
important for private decisions to invest in clean technology, does
not feature in this objective function because the new entrant will
be able to produce with the same technology.

Until Section 3, we assume that the planner has access to a sin-
gle instrument—a carbon tax, s. As mentioned in the Introduction,
we can equivalently interpret the carbon tax instrument in our
model as a quantity instrument or a cap-and-trade policy where
the planner issues a number of tradable permits (and the carbon
tax s in this case is given by the market-clearing permit price).

2.5. Timing of events

The key assumption, already highlighted in the Introduction, is
that of the lack of commitment to future policies, which induces
time-inconsistency. Namely, the planner is not able to choose, and
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commit to, the carbon tax sequence ahead of all other decisions. In
the static model, we incorporate this feature with the following
timing of events:

� All firms simultaneously make their technology decisions.
� Firms that will be replaced by new entrants are revealed.
� The planner chooses the carbon tax, s.
� Given the carbon tax s, all firms simultaneously choose their
input levels.

2.6. Equilibrium

Given the above description, a (subgame perfect) equilibrium
can be defined as tuple q�; s�; k�d; k

�
c

� �
such that.

� Given q�; s� maximizes W as in (6);
� q� satisfies (Technology IC);
� Given s�; k�d aand k�c maximize, respectively, pd and pc .

Since the maximization problem of both clean and dirty firms is
strictly concave, the equilibrium will always feature the same level
of inputs for a given type of firm, denoted respectively by kd sð Þ and
kc sð Þ as defined above. Then, once q� and s� are determined, the
level of emissions can be computed from Eq. (1) as E s�; q�ð Þ, and
the level of stock of carbon in the atmosphere from Eq. (2) as
S s�; q�ð Þ. In view of this, we summarize the equilibrium simply
by s�; q�ð Þ, corresponding to the level of carbon tax and fraction
of firms switching to clean technology.

2.7. Pigovian carbon taxes

A first implication of the timing of events adopted here (which
incorporates the time-inconsistency feature mentioned above) is
that the carbon tax will always be Pigovian—it will equal the mar-
ginal damage created by one more unit of emissions. This structure
of Pigovian taxation contrasts with the case in which the planner
can commit to carbon taxes, as we will see later.

More formally, we have:

Proposition 1. In equilibrium, the carbon tax is given as

s� ¼ D0 S s�; q�ð Þð Þ:
This result follows straightforwardly by differentiating the

planner’s objective function, (6). The Pigovian tax given in (7) will
play a central role throughout the paper.
2.8. Characterization of equilibrium

In the rest of the analysis, we impose the following assumption,
which ensures the existence of an interior equilibrium, meaning one
in which some firms switch to clean technology, while others do
not.10

Assumption 2 (Conditions for Interior Equilibrium). We have

C
1� k

2 W sð Þ;W sð Þð Þ

where s ¼ D0 1� dð ÞS0 þ ckc sð Þð Þ and s ¼ D0 1� dð ÞS0 þ kd sð Þð Þ.
10 This equilibrium can also be labeled ‘‘asymmetric” because some ex-ante
identical firms switch to clean technology, while others do not. We show in
Section 3.1, however, that asymmetry is not the important feature, and similar results
obtain when firms are heterogeneous ex ante in terms of their cost of switching to
clean technology. The important feature is that the transition to clean technology is
not complete.
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This assumption ensures that condition (5) holds and the
equilibrium is interior. It implies that when all firms make the
switch to clean technology, the stock of carbon is low enough
that the planner chooses a relatively low level of carbon tax
(the one given by s in this assumption), and when no firm makes
the switch, the stock of carbon is high enough that the planner
chooses a relatively high level of carbon tax (the one given by
s in this assumption).

When this assumption does not hold, there exists a unique
equilibrium in which all firms switch to the clean technology or
no firm switches to the clean technology, and in neither case do
we have interesting comparative statics of investment in clean
technology (small changes in parameters will not impact clean
technology decisions). Thus Assumption 2 restricts the analysis
to the interesting subset of the parameter space, where the equilib-
rium is interior. This is also empirically reasonable—in practice,
only a limited fraction of energy producers have made the transi-
tion to clean technology, and there exist marginal clean investment
decisions that will be impacted by future carbon taxes.

The next proposition characterizes the unique interior
equilibrium.

Proposition 2 (Interior Equilibrium). Suppose Assumptions 1 and 2
hold. Then there exists a unique equilibrium given by
s�; q�ð Þ ¼ ŝ; q̂ð Þ, where ŝ; q̂ð Þ ¼ D0 S ŝ; q̂ð Þð Þ; q̂� �

. This equilibrium is
interior in the sense that the fraction of firms switching to clean
technology q̂ is strictly between 0 and 1.
Proof. See Appendix A.

The first noteworthy result in this proposition is the unique-
ness of an interior equilibrium. The reason why the equilibrium
is interior and only a fraction of firms switch to the clean tech-
nology relates to the main economic force in our model. Firms,
at the margin, switch to clean technology because of the carbon
tax. The higher the carbon tax, the more inclined they are to
make this transition. However, the carbon tax is determined by
the planner after the technology decisions are made and will
be lower when more firms have made the switch to clean tech-
nology—and herein lies the time-inconsistency problem. In par-
ticular, as already emphasized, in an interior equilibrium (5)
needs to hold as equality. This implies that the carbon tax needs
to take a specific value, ŝ, as given in Proposition 2 and repre-
sented by the horizontal line in Fig. 1. Given the convexity of
damages in (3), the Pigovian carbon tax the social planner will
set is increasing in the stock of carbon and hence decreasing in
q̂, guaranteeing uniqueness. But, for ŝ to emerge as the planner’s
choice, the stock of carbon in the atmosphere needs to take a
specific value, S ŝ; q̂ð Þ, and exactly q̂ fraction of firms need to
switch to clean technology. If more firms than q̂ were to switch
to clean technology, there would be less carbon in the atmo-
sphere than S ŝ; q̂ð Þ, and consequently, the planner would choose
a lower carbon tax than ŝ, violating (5). Likewise, if fewer firms
than q̂ made the switch, the carbon tax rate would be higher
than ŝ, once again violating (5).

In addition to the existence of a unique interior equilibrium, the
most important conclusion of Proposition 2 is that the level of car-
bon taxes will be Pigovian. This is dictated by the timing of events.
At the time the planner sets the tax rate, technology decisions have
already been made—in view of the fact that the planner cannot
commit to carbon taxes ex ante. Without an influence on technol-
ogy decisions, there is no reason for the planner to deviate from the
Pigovian benchmark.

This contrasts with what the planner would have preferred if
she could commit to the carbon tax, as we show next.



Fig. 1. Unique interior equilibrium ŝ; q̂ð Þ.
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2.9. Second-best

In this subsection, we briefly contrast the equilibrium with the
‘‘second-best” allocation where the planner can commit to carbon
taxes in advance of the technology decisions of energy firms (but
still cannot dictate input choices and technology decisions, hence
the label ‘‘second-best”). This comparison will highlight the impli-
cations of time-inconsistency in our model.

Suppose that the planner sets a carbon tax rate s, and commits
to it, before the technology decisions of firms.11 The next proposi-
tion shows that as long as k > 0 the planner deviates from the Pigo-
vian tax and induces more firms to switch to the clean technology
than in the case without commitment.

Proposition 3 (Second-best).
1. Suppose k > 0. Then the planner commits to a carbon tax

sSB ¼ ŝ > D0 SSB
� �

, and the equilibrium fraction of firms that

switch to clean technology is qSB > q̂, where SSB is the stock of
carbon in the second-best allocation (with commitment).

2. Suppose k ¼ 0. Then the planner commits to a carbon tax

sSB ¼ ŝ ¼ D0 SSB
� �

, and the equilibrium fraction of firms that

switch to clean technology is qSB ¼ q̂.
Proof. See Appendix A.

The first part of this proposition shows that, provided that k > 0,
the planner would like to deviate from Pigovian taxation. Recall

that Pigovian taxation implies sSB ¼ D0 SSB
� �

, whereas the planner

would like to commit to a tax sSB > D0 SSB
� �

.12 This is because when
11 When we endow the planner with commitment power, if the planner commits to
the (unique) incentive-compatible tax ŝ, then any q 2 0;1½ � may be an equilibrium. In
the spirit of general mechanism design or principal-agent problems, we impose the
incentive-compatibility constraints and let the planner choose her favorite allocation
consistent with incentive-compatibility. An alternative approach to eliminating this
multiplicity is to introduce heterogeneity in costs across firms, as in Section 6 of
Requate and Unold (2001, p. 550).
12 Note, however, that we still have sSB ¼ ŝ, since the planner cannot control
investments in clean technology and thus has to satisfy (Technology IC).
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k > 0, there is underinvestment in clean technology, because firms
do not take into account the benefit they create for others who will
build on their clean technology investments. As a result, in the
second-best allocation where she cannot directly control technology
investments but still can commit to a tax, the planner would like to
encourage greater investment in clean technology by setting higher
carbon taxes than the Pigovian benchmark, in order to induce more
firms to switch to the clean technology. However, without commit-
ment, the planner cannot achieve a non-Pigovian carbon tax, and the
equilibrium always involves too little investment in clean technol-
ogy, i.e., q̂ < qSB.

The second part of the proposition highlights the role of k > 0.
When k ¼ 0, firms fully internalize the benefits from a switch to
clean technology. In this case, our model delivers a familiar result
from the literature on commitment and technology adoption (e.g.,
Phaneuf and Requate, 2017, Proposition 11.9), where setting the
right price of carbon—i.e., the Pigovian tax—induces the optimal
level of technological investments, and thus the planner has no
reason to resort to a non-Pigovian tax.

One consequence of Proposition 3 is that, when k > 0 as we
assume to be the case throughout the rest of the analysis, there
is too little investment in clean technology and too much carbon
in the atmosphere. Any further increase in the stock of carbon
reduces welfare.

2.10. The effects of geoengineering

We next study the implications of geoengineering technologies
on equilibrium carbon taxes, investment in clean technologies,
environmental damages and welfare when the planner lacks com-
mitment. By geoengineering technologies, we refer to technologi-
cal advances that reduce the damages from a given stock of
carbon and are operated by the government or some other entity
(but not the firms themselves and are thus distinct from the tradi-
tional clean technologies studied above). We distinguish between
two different types of geoengineering technologies, which we first
enumerate and motivate. We then analyze their implications sep-
arately. Actual geoengineering breakthroughs may combine fea-
tures from these two types, but it is useful for our purposes to
exposit their implications separately.13

To incorporate each type of geoengineering, let us make the role
of the different parameters explicit as follows, writing

D S; n; tð Þ ¼ 1� tð ÞeD 1� dð ÞS0 � nþ Eð Þ;

where eD is a base damage function, and changes in the parameters
n P 0 and t 2 0;1½ Þ each shift the environmental damage function.

More specifically, the first type of geoengineering technology,
which we refer to as carbon removal or geoengineering technology
of type I, corresponds to an increase in n, and thus leads to a parallel
rightward shift of the environmental damage function as shown in
the left panel of Fig. 2. In practice, this corresponds to large-scale
carbon sequestration schemes that capture carbon from the air,
such as permanent afforestation or algae blooms.

The second type of geoengineering technology, climate adapta-
tion, solar radiation management, or geoengineering technology of
type II, corresponds to an increase in t, a proportional rightward
shift or rotation of the environmental damage function as illus-
13 The distinction is perhaps best understood as one between the functional forms
each type takes within our simplified setting, rather than fundamental attributes of
the underlying technologies. As discussed in footnote 9, our simple damage function
abstracts from complicated geophysical and economic relationships between the
atmospheric carbon stock, global temperatures, and welfare. In practice, the extent to
which actual geoengineering technologies correspond to type I, type II, or a mixture of
the two will depend on the specification of the carbon cycle and damage function
within a given integrated assessment model.



Fig. 2. Geoengineering of type I (‘‘carbon removal”) and type II (‘‘climate adaptation” or ‘‘solar radiation management”).
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trated in the right panel of Fig. 2. We interpret this class as repre-
senting a range of technologies related to solar radiation manage-
ment, aiming to slow temperature rise at a given emissions level.
The most well-known example is the injection of sulfur dioxide
into the stratosphere—suggested most notably by the Nobel
prize-winning chemist Paul Crutzen—in order to reduce surface
temperatures. Less esoteric geoengineering solutions that reduce
marginal damages via various technological adaptations fall within
this category as well. We take these geoengineering technologies
to be exogenous (see below).

We now show that, in our framework, both types of geoengi-
neering technologies do, to some extent, backfire, and they may
increase emissions and even reduce welfare.

Proposition 4 (Geoengineering Technologies of Type I). Suppose
that Assumptions 1 and 2 hold. Consider a geoengineering tech-
nology improvement of type I that increases n by a small amount
dn. Then we have
Fig. 3. Equilibrium response of clean technology after type I geoengineering.
� dŝ=dn ¼ 0 (there is no effect on the equilibrium carbon tax).
� dq̂ ¼ � 1

K dn < 0 (investment in clean technology declines).
� dE ¼ dn > 0 (emissions increase, through lower q̂).
� dD=dn ¼ 0 (environmental damages remain constant).
� dW=dn < 0 if and only if k pc � pdð Þ > Ks (welfare may decline).
Proof. See Appendix A.

The key economic force driving the result in Proposition 4 is
that even after the geoengineering advances, the Technology IC
(5) still pins down the carbon tax rate at ŝ. This is because with
a small change in n, Assumption 2 will continue to hold and the
equilibrium has to be interior. This in turn requires that the social
planner still prefers to set the carbon tax at ŝ, which is only possi-
ble if the marginal environmental damage remains constant. Since
geoengineering shifts the damage function rightward by dn, the
total stock of carbon must increase by dn. This happens by fewer
firms making the switch to clean technology. This is visually illus-
trated in Fig. 3. Geoengineering shifts the curve representing the
level set of marginal damages rightwards as shown by the red
curve. If there was no change in investment in conventional clean
technology, marginal and overall damages would both decline. But
in equilibrium, marginal damages have to remain constant, and as
shown by the arrows along the red curve, the adjustment involves
a reduction in investment in conventional clean technology, which
8

increases emissions and the total stock of carbon, and restores
marginal damages to the same level that prevailed before
geoengineering.

The effects of this type of geoengineering advance on welfare
are ambiguous because of two competing forces. On the one hand,
since S remains constant and q declines, society saves the costs of
switching to clean technology. If investment in clean technology
were optimal (which happens when k ¼ 0), this would be its sole
impact because reductions in investment in clean technology
would only have second-order welfare costs. Thus in this case,
despite the increase in emissions, welfare would go up. However,
because k > 0, investments in clean technology are distorted, and
a further reduction in the fraction of firms making the switch to
clean technology creates a first-order welfare loss. Put differently,
the benefit from investment in clean technology is not only the
reduction in emissions, but also the fact that
pc ¼ f c kc ŝð Þð Þ � 1þ cŝð Þkc ŝð Þ may be greater than
pd ¼ f d kd ŝð Þð Þ � 1þ ŝð Þkd ŝð Þ. A reduction in q implies that this gain
is forgone, which can outweigh the cost savings from lower invest-
ments. The condition for welfare to diminish as a result of a geo-
engineering advance of type I in the last part of the proposition
indeed requires that k and pc � pd are sufficiently large to compen-
sate for the fixed cost savings. In fact, a large value of k, by creating
a larger wedge between the planner’s objective function and pri-
vate incentives to switch to clean technology, is sufficient to ensure
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that welfare declines as a result of this type of geoengineering
advance.

Fig. 4 illustrates the intuition for our welfare result diagram-
matically. The planner equates the downwards-sloping marginal
value of consuming an additional unit of carbon with the
upward-sloping marginal environmental damage. The first effect
of geoengineering is to lower marginal environmental damages,
as shown by the downward shift of the marginal damages curve

from D0 bS 0ð Þ
� �

to the blue line D0 bS nð Þ � n
� �

. This shift leads to

social gains depicted by region A (in blue), which are approxi-
mately D0 Sð Þ. If the level of investment in clean technology were
first best, this would be the only effect of geoengineering on wel-
fare. However, when k > 0, clean technologies were already subop-
timal, so further discouraging clean technology with
geoengineering also has welfare consequences. In the figure, the
distortion in clean technology investments leads to a twist of the
marginal product of an additional unit of carbon, from

Y 0 S; q 0ð Þð Þ ¼ q̂ 0ð Þ @kc
@S

@f c
@kc

� 1
h i

þ 1� q̂ 0ð Þð Þ @kd
@S

@f d
@kd

� 1
h i

to the red

curve, Y 0 S; q nð Þð Þ ¼ q̂ nð Þ @kc
@S

@f c
@kc

� 1
h i

þ 1� q̂ nð Þð Þ @kd
@S

@f d
@kd

� 1
h ih

. The

decline in clean technology compresses the marginal product curve
towards the x-axis because dirty firms use carbon less efficiently,
while stretching the curve away from the y-axis because dirty
firms use fewer inputs of the consumption good at each level of
emissions. This twist leads to a loss of welfare, represented by
region B (in red), which is approximately equal to
dq̂=dnj j � k pc � pd½ �. Overall welfare falls when region B is greater
than region A—i.e., when k pc � pdð Þ=K > s ¼ D0 Sð Þ as in Proposition
4.

If instead of a small increase in n there is a large increase,
Assumption 2 may be violated. In this case, the planner may wish
to deviate from (5), forgoing any investment in clean technology. A
similar caveat applies to the type II geoengineering technology dis-
cussed next.

Remark 1 (Carbon Leakage). Though our focus is on geoengineering
technologies, Proposition 4 holds identically in a different setting.
Suppose that our model applies to a specific country (say the United
States) and another country (say China) reduces its emissions by an
amount dn > 0. his reduction in the global carbon stock would reduce
Fig. 4. Competing welfare effec
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the Pigovian tax of the domestic government, violating (5). To restore
this constraint, emissions by domestic firms increase, again through
reduced investments in clean technology.

The implications of geoengineering technologies of type II are
broadly similar but slightly more involved because they can also
lead to greater overall damages.

Proposition 5 (Geoengineering Technologies of Type II). Suppose
that Assumptions 1 and 2 hold. Consider a geoengineering tech-
nology improvement of type II that increases t by a small amount

dt > 0, and let g ¼ ŜD00ðŜÞ=D0ðŜÞ be the elasticity of the marginal

damage function (where bS ¼ S ŝ; q̂ð Þ). Then we have
� dŝ=dt ¼ 0 (there is no effect on the equilibrium carbon tax).
� dS=dt > 0 (the total stock of carbon increases).
� dq̂=dt < 0 (investment in clean technology declines).
� dE=dt > 0 (emissions increase, through lower q̂).
� dD=dt > 0 if and only if g 6 g� (environmental damage
increases if the damage function is not too convex), where
g� P 1.

� dW=dt < 0 if and only if
g 6 gII kð Þ � ak
pc � pd

Ks

� �
(welfare declines if the damage function is not too convex),
where a � SD0 Sð Þ=D Sð Þ > 1.
Proof. See Appendix A.

As in Proposition 4, the results of Proposition 5 are a conse-
quence of the fact that to sustain an interior clean technology
adoption rate, the carbon tax needs to remain at ŝ, and this neces-
sitates an increase in emissions. In the case of a type I geoengineer-
ing improvement, emissions increased in such a way as to keep the
total stock of carbon in the atmosphere and overall environmental
damages constant. With a type II advance, emissions must again
increase to keep the marginal damage constant, but this might
involve a higher level of overall damages. In particular, if the elas-
ticity of the marginal damage function, g, is high, marginal dam-
ts of type I geoengineering.
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ages can change significantly without a large change in the level of
the stock of carbon. In this case, the direct environmental benefit
from geoengineering dominates the equilibrium decline in clean
technology, and environmental damages fall. Conversely, if g is
low (in particular, less than some g�), to restore marginal damages
to their initial value and thereby sustain the Pigovian tax at ŝ, the
stock of carbon needs to change by a large amount, which trans-
lates into an increase in overall environmental damages. This is
the case illustrated in the right panel of Fig. 5.14

The effects on welfare are once again ambiguous for similar rea-
sons to those discussed above. But provided that the elasticity of
the marginal damage function g is sufficiently low (in this case less
than gII) and k > 0, the negative effect of distorting investment in
clean technology dominates savings from the transition costs qC,
and overall welfare declines (in fact, as in the previous case, a suf-
ficiently large k ensures that welfare always declines). Conversely,
a sufficiently elastic marginal damage function or a sufficiently low
k will make welfare increase as a result of an improvement in geo-
engineering technologies of type II. But the reason why these two
conditions rule out negative welfare effects are somewhat differ-
ent: when g is sufficiently high, overall environmental damages
decline by a large amount; when k is very small, private invest-
ment in clean technology is nearly optimal, and a further reduction
in these investments only has second-order welfare costs.

Together, Propositions 4 and 5 are the main results of our static
model: the negative equilibrium response of clean technology
entirely offsets the environmental benefits of geoengineering
improvements. In all interior equilibria, geoengineering technolo-
gies that remove carbon directly from the atmosphere do not affect
overall environmental damages (Proposition 4), while geoengi-
neering technologies that flatten the damage function sometimes
increase environmental damages (Proposition 5). When k is suffi-
ciently large, both geoengineering improvements will reduce
welfare.

3. Robustness and other extensions

Many of the assumptions adopted so far are for simplicity and
transparency. In this section, we relax several of them. First and
most importantly, we show that our results do not require firms
to be identical and extend our results to an environment in which
firms are heterogeneous in terms of their costs of switching to
clean technology. Second, we show that if the planner can partially
commit to subsidizing clean entrants directly, such instruments
will prevent the adverse equilibrium outcomes to the extent that
this commitment is possible. Third, we show that our results do
not change when geoengineering outcomes are uncertain, endoge-
nous, or involve additional harmful side effects. Finally, we show
that when the planner does not internalize the full social cost of
carbon, this will exacerbate the commitment problem, leading
welfare to decline for a broader range of parameters. Throughout,
we assume that slight variations of Assumptions 1 and 2 (adapted
to the extended environment) continue to hold, but do not state
them formally to conserve space.

3.1. Heterogeneous costs of clean investment

In our analysis above, the (Technology IC) constraint holds with
equality both before and after the arrival of geoengineering tech-
nologies. This sharp result simplifies our analysis but relies on mar-
14 The figure is drawn for a quadratic D function. We show in Appendix A that when
D is quadratic, the condition g 6 g� is always satisfied, and thus environmental
damages always increase as a result of a geoengineering technology improvement of
type II. In this case, the condition k P k� � 1

2
Ks

pc�pd

� �
is necessary and sufficient for

welfare to decline (note that k� < 1=2).
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ginal firms having identical switching costs. Here, we show that
our welfare results do not rely on the assumption that firms are
the same. Whether or not firms differ, geoengineering will always
save society some fixed costs by offsetting some of the clean tech-
nology transition. When firms differ in adoption cost, these cost
savings increase because geoengineering displaces the most costly
marginal clean firms. The resulting lower marginal cost of clean
investment makes society prefer slightly more environmental pro-
tection, lowering marginal environmental damages and the equi-
librium tax. This effect undoes the knife-edge result that
environmental damage does not change after a Type I improve-
ment. Nevertheless, geoengineering still incurs social costs propor-
tional to the value of that transition (in terms of spillovers) and
welfare may fall for similar reasons as before. The primary differ-
ence is that the local curvature of the aggregate investment cost
function becomes an additional primitive needed to determine
welfare outcomes.

More formally, suppose that each firm i’s cost of switching to
clean technology is now Ci ¼ Cþ vi, with H xð Þ � P vi 6 x

� �
. While

before, equilibrium technology adoption was the jump-
discontinuous function

q̂ sð Þ ¼ q̂1 1�kð ÞW sð Þ¼Cf g þ 1 1�kð ÞW sð Þ>Cf g; ð8Þ
the effect of heterogeneity is to smooth equilibrium clean technol-
ogy adoption,

q̂ sð Þ ¼ H 1� kð ÞW sð Þ � Cð Þ:
Heterogeneity also alters the aggregate cost of the clean transition,

~C qð Þ ¼ qCþ
Z H�1 qð Þ

�1
xdH xð Þ;

and the costs faced by the marginal adopter, ~C0 qð Þ ¼ Cþ H�1 qð Þ. We
can build some intuition for our more general results in the pres-
ence of heterogeneity, by totally differentiating (8) with respect to
n (Type I):

dŝ
dn

¼ 1=h 0ð Þ
K 1� kð Þ

dq̂
dn

: ð9Þ

This expression shows that taxes will decline after geoengineer-
ing in proportion to the convexity of the aggregate cost function
~C qð Þ. This convexity is related to firm heterogeneity. In the edge
case where all firms are concentrated around the same level of
cost C, we have ~C00 qð Þ ¼ 1=h 0ð Þ ) 0. Then the right-hand side of
(9) vanishes and dŝ=dn ¼ 0 for all k > 0 as in our benchmark case,
and we recover the same results as before. Away from this edge
case, an increase in n reduces the carbon tax, which contributes
to gains from geoengineering. Nevertheless, provided that
~C00 qð Þ ¼ 1=h 0ð Þ is not very large relative to the other parameters,
welfare continues to decline because the lower marginal environ-
mental damages continue to distort clean technology invest-
ments. The next proposition provides the exact conditions for
this generalization. Like the proofs of all remaining results in
the paper, the proof of this proposition is provided in the online
Appendix B.

Proposition 6 (Heterogeneous Firms). Suppose that firms differ by
fixed costs, Ci ¼ Cþ vi, with vi � H. Then
� dW=dn < 0 ) k pc � pdð Þ > KþH½ �s, where H ¼ 1
D00 Sð Þ � 1�q

f 00d kdð Þ

�
� c2q

f 00c kcð ÞÞ 1=h 0ð Þ
K 1�kð Þ > 0.

� dW=dt < 0 ) g < ak pc�pd
KþHð Þs, where a > 1 as before.
Proposition 6 provides necessary and sufficient conditions for geo-
engineering breakthroughs to reduce welfare. As the discussion
before the proposition illustrated, these conditions depend on the



Fig. 5. Environmental damage before and after type I (‘‘carbon removal”) and type II (‘‘climate adaptation” or ‘‘solar radiation management”) geoengineering. The left (right)
panel depicts the increase in Ŝ necessary to keep marginal damages constant with a type I (type II) technology.

15 The case in which the event of geoengineering is realized before carbon taxation
is essentially identical, since clean investments are still made with reference to the
expected tax, though the resulting calculations involve more expectation operators,
given the additional uncertainty over the realized carbon tax.

D. Acemoglu and W. Rafey Journal of Public Economics 219 (2023) 104802
extent of heterogeneity in the cost of switching to clean technol-
ogy, as captured by H. In particular, if h 0ð Þ is very small, indicating
that there is a very large amount of heterogeneity around the cur-
rent equilibrium, then H will be very high and the reduction in
future carbon taxes will not trigger a large decline in socially valu-
able clean investments. Conversely, when h 0ð Þ is not very small or
when k pc � pdð Þ is large, geoengineering advances continue to
reduce welfare.

3.2. Direct subsidies for clean technology

We have so far assumed that the social planner has access to a
single policy instrument, the carbon tax. This is not central to our
results as long as the social planner cannot perfectly control invest-
ments in clean technology. Suppose, for illustration, that she can
commit to subsidize a proportion r 2 0;1½ � of each firm’s invest-
ments (fixed costs C) in clean technology. We capture the fact that
the planner cannot perfectly control these clean technology invest-
ments by assuming that these subsidies are not pure transfers and
there is a social cost of rxC in terms of the consumption good,
where x > 0 parameterizes the extent of inefficiency from the
clean technology subsidies. In this case the qualitative results in
Propositions 3–5 continue to apply. In particular, we can summa-
rize the results in this case with the following proposition.

Proposition 7 (Direct Subsidies for Clean Technology). Suppose that
in addition to the carbon tax, the social planner has access to a
clean technology subsidy whereby a fraction r 2 0;1½ � of clean
investment costs is subsidized at a social cost rxC in terms of the
consumption good. Then

� If x > 0, the planner still prefers to commit to a tax above the
Pigovian benchmark when k > 0.

� dW=dn < 0 ) k
�
pc � pdð Þ > Ks.

� dW=dt < 0 ) g 6 gII k
�� �

, where ~k � k�r� 1�kð Þrx
1�r .

This result is intuitive. As long as the planner cannot perfectly
control clean technology decisions—in particular because clean
technology subsidies are socially costly (the case where x > 0)—
she would prefer a carbon tax above the Pigovian level to encour-
age additional clean technology investments. The commitment
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problem, however, prevents this, and the logic of our results above
apply and yield the same insights. However, our results do not
extend to the case in whichx ¼ 0, where the planner can perfectly
control clean technology investments without any social distor-
tions. In this case, she has no reason to deviate from Pigovian tax-
ation, the technology externality emphasized above is no longer
present, and geoengineering improves welfare because the equilib-
rium is constrained efficient.

3.3. Other features of geoengineering

Our analysis was simplified by assuming that a geoengineering
advance is anticipated to arrive with certainty and does so. In prac-
tice, there is considerable uncertainty about whether and when
large-scale geoengineering will be feasible. We can incorporate
this feature by assuming that both the agents in the economy
and the social planner expect the geoengineering technology to
arrive with some probability j 2 0;1ð Þ, realized after clean invest-
ments and carbon taxation.15 Then the following hold:

Proposition 8 (Stochastic Geoengineering). Suppose an increment
dn of type I geoengineering arrives with probability j 2 0;1ð Þ. Then
expected welfare declines if and only if

k pc � pdð Þ > K
Ej D00 Sð Þ� �
D00 S� dnð Þ s� 1� jð Þbð Þ

where Ej D00 Sð Þ� � ¼ jD00 S� dnð Þ þ 1� jð ÞD00 Sð Þ and b � D0 Sð Þ
�D0 S� dnð Þ > 0.

Suppose an increment dt of type II geoengineering arrives with
probability j 2 0;1ð Þ. Then expected welfare declines if and only if

g <
a
K

1� dt
1� j � dt
� 	

k pc � pdð Þ
s� 1� jð Þb0

� 	
where b0 � dt � D0 Sð Þ > 0.

Proposition 8 shows how our results generalize immediately.
There is also an additional insight. The worst outcomes in terms
of welfare and environmental damages are realized when geoengi-
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neering is expected to succeed with high probability—substantially
lowering investment in clean technology—but then fails. In this
case, our model delivers a specific channel for the general concerns
noted by the IPCC in the Introduction.

It is also straightforward to see that all of our results apply with
endogenous geoengineering—in particular, when the social planner
has access to a technology to generate possibly stochastic geoengi-
neering advances and cannot commit to not deploying this technol-
ogy. In the no-commitment equilibrium, the social planner chooses
her optimal geoengineering investment after clean technology
investments are made, and then the equilibrium is very similar to
the one with stochastic geoengineering technologies given the
resulting equilibrium probability of geoengineering success.16

3.4. Political economy considerations

Our model takes a charitable view of policymakers, assuming
that they fully internalize environmental externalities. In practice,
many regulators and politicians appear to be far from this ideal
benchmark. For example, they may be captured by special interest
groups or receive campaign contributions that influence their pol-
icy agendas. In several simple political economy settings, such
behavior can be modeled by assuming that the policymaker max-
imizes a weighted social welfare function, with greater weights
on groups capable of lobbying or making campaign contributions.
In our setting, this corresponds to the policymaker having an
objective function that assigns a lower weight to environmental
damage. The next proposition shows that our qualitative results
remain unchanged in this case, except that negative welfare out-
comes become more likely.

Proposition 9 (b-Benevolence). Suppose that the policymaker
values only b 2 0;1ð Þ of environmental damages and thus
maximizes
W bð Þ ¼ 1� qð Þ f d kdð Þ � kd½ � þ q f c kcð Þ � kc � C½ � � bD Sð Þ 60� �
rather than (6)—but that true welfare is still given by (6). Then
Proposition 4 and Proposition 5 hold, except that in the latter case
welfare declines if

g 6 a bk
pc � pd

Ks
þ 1� b

� �
< gII: ð10Þ

Intuitively, because the policymaker undervalues environmen-
tal damages, the equilibrium is further away from the second-
best, making it more likely that the decline in clean investment
resulting from geoengineering reduces welfare.
4. Dynamic model

We now extend our static model to a dynamic economy where
production decisions are made continuously, firms enter and exit,
16 Many also fear that geoengineering interventions may lead to unanticipated side
effects. Our model abstracts from the damages and operational costs of geoengineer-
ing to present the most favorable case for these advances and emphasize that the
commitment problem is sufficient for welfare to decline. Including harmful side
effects in our model will only make geoengineering less likely to improve welfare. To
see this, suppose geoengineering of either type entails additively separable damages.
Then, welfare falls after a breakthrough for parameters that satisfy Propositions 4 and
5 as before. However, welfare will also fall even if the conditions of Propositions 4 and
5 are not satisfied, as long as geoengineering’s benefits from the baseline model fall
below its (expected) side effects. Identical reasoning applies to costly geoengineering.
Similar results also obtain when geoengineering’s harmful side effects are uncertain.
For example, suppose geoengineering is either (a) harmless or (b) sufficiently
dangerous as to be optimal to prohibit. Uncertain side effects that take this form give
the same results as in Proposition 8, where geoengineering succeeds with some
nonzero probability and fails otherwise.
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and technological quality and the stock of carbon accumulate over
time. Our model is constructed to mimic both the structure of our
static setup and the quality-ladder models of Aghion and Howitt
(1992) and Grossman and Helpman (1991) as closely as possible.
The quality-ladder structure enables us to endogenize the replace-
ment probability k as the flow rate of creative destruction. After
deriving the unique balanced growth path (BGP) and characteriz-
ing the structure of the dynamic equilibrium, we show that the
effects of geoengineering technologies on the BGP are essentially
identical to those derived in the static model.
4.1. Production, entry and environmental damages

As in the static model, we consider an economy with a unique
consumption good, produced by a continuum of perfectly substi-
tutable energy activities indexed by 0;1½ �. We think of each activity
i 2 0;1½ � as being produced at a site i 2 0;1½ � dedicated to that activ-
ity and each site can house only one firm (so that the number of
active firms will be constant as in the static model). Time t is infi-
nite and discrete, of length D > 0. In what follows, we simplify the
exposition by taking D ! 0 to work directly with differential equa-
tions. The production technology differs from the static model only
in that the productivity of each activity depends on where it is
located on a quality ladder, denoted by nit 2 N for activity i at time
t. This productivity applies both to dirty and clean technologies. If
there has not been a switch to clean technology in activity i, then
the firmwith the best technology in this line at time twill be active
in site i and produce

Anit f d kitð Þ; ð11Þ

where kit � Kit=A
nit is ‘‘normalized investment,” Kit is investment

(again in terms of the consumption good), A ¼ 1þ a > 1 so that
each higher rung on the quality ladder secures a proportional
improvement in productivity, and we continue to make the same
assumptions on f d (f 0d > 0; f 00d < 0, and the Inada conditions).17 We
also assume that the dirty production technology emits kit units of
carbon given investment Kit .

If, on the other hand, activity i has switched to clean technology,
the firm with the best technology for this activity at time t has
access to the production technology

Anit f c kitð Þ; ð12Þ

where again the same assumptions as in the static model apply to
f c , and as before, clean technology emits ckit units of carbon when
the level of investment is Kit , where c < 1. Consequently, total
carbon-intensive investment at time t is

Et ¼
Z 1

0
1 i is dirtyf gKit þ c1 i is cleanf gKit
� �

di: ð13Þ

An important feature of our formulation is that even though pro-
ductivity varies across activities, normalized investment will only
differ between dirty and clean activities, and we thus denote these
normalized values by kdt and kct respectively for dirty and clean
technologies at time t. Consequently, total carbon-intensive invest-
ment can also be expressed as

Et ¼ 1� qtð ÞkdtE Anit j i is dirty
� �þ qtckctE Anit j i is clean

� �
where qt denotes the aggregate fraction of clean firms at time t.
17 As in the static model, the Inada conditions imply that, despite productivity
differences across activities, all activities will produce positive output. Moreover,
since each site can house a single firm, only the firm with the best technology in that
activity will produce.
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The dynamics of the stock of carbon in the atmosphere, which
we write directly in differential form since we focus on D ) 0,
are given as

_St ¼ Et

At
� dSt ; ð14Þ

where S0 P 0; d > 0 is the environmental regeneration rate, and
environmental damages are

AtD St; n; tð Þ;
where

At �
Z 1

0
Anit di ð15Þ

is the average productivity of the economy at time t,

D S; n; tð Þ � 1� tð ÞeD S� nð Þ ð16Þ

as in the static model, and eD �ð Þ is increasing, strictly convex, and
twice continuously differentiable in the stock of carbon S. We set
the geoengineering parameters as n; tð Þ ¼ 0 and omit them from
our notation until the final subsection of this section. Note that
damages are multiplied by average productivity, while carbon-
intensive investment is divided by average productivity to obtain
emissions. This formulation captures the fact that when the produc-
tivity level of the economy is higher, a given stock of carbon in the
atmosphere will have more negative productivity or disutility
implications, while ensuring that damages grow at the same rate
as the economy.

Finally, we assume that the economy is inhabited by a represen-
tative household, discounting the future at the exponential rate
q > 0. In the text we simplify the analysis (and keep it as close
as possible to the static model) by assuming that this household
obtains linear flow utility (more general utility functions are dis-
cussed in Appendix B). Thus the objective function of the house-
hold at time t isX1
s¼t

CtþD s�tð Þ � AtþD s�tð ÞD StþD s�tð Þ; n; t
� �� �

e�qD s�tð Þ;

where Cs is consumption at time s. Once again, taking the limit
D ) 0, we work with the continuous-time equivalent,Z 1

t
Cs � AsD Ss; n; tð Þ½ �e�q s�tð Þds: ð17Þ

The switch from dirty to clean technology has a fixed cost of
AnitC > 0 in terms of the consumption good for activity i with pro-
ductivity Anit , incurred as a flow cost over an interval of positive
measure, and incurred only once for each activity (because once
an activity switches to clean technology, all future productivity
improvements build on the existing clean technology in that activ-
ity or site). This formulation, which makes the cost of switching to
clean technology proportional to productivity, ensures that the
incentives to switch to clean technology remain independent of
an activity’s productivity.

Productivity improvements take place in a manner analogous to
the standard quality-ladder models. Specifically, potential entrants
invest in research and development (R&D) in order to improve over
existing products. R&D uses a scarce input, say scientists, which
has an inelastic supply of Z > 0.18 We also assume that R&D is undi-
rected, meaning that entrants decide their R&D effort, but cannot
choose which activity they are researching and are randomly
18 This formulation with an inelastic supply of scientists ensures that the overall
growth rate of the economy will be insensitive to the rate of carbon taxation. We view
this as a desirable benchmark property, since otherwise the planner would have an
incentive to manipulate carbon taxes in order to affect the long-run growth rate.
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matched to one of the activities in 0;1½ �. A successful innovation
for activity i currently with productivity Anit enables the entrant to
replace the incumbent producer of this activity with a new technol-

ogy with productivity Anitþ1. Let us denote R&D effort (scientists
hired) at time t by zt . Then the (Poisson) arrival rate of a successful
innovation is

kt ¼ uzt ; ð18Þ
where u > 0. The cost of R&D effort of zt is ztwt , where wt denotes
the equilibrium wage for scientists. This wage is determined from
the market-clearing condition for scientists given by

zt ¼ Z for all t P 0: ð19Þ
This naturally ensures that in equilibrium

kt ¼ k � uZ:

Taking into account the expenditures on switching to clean technol-
ogy, the resource constraint of the economy implies that consump-
tion at time t is given as

Ct ¼
Z 1

0
Anit f i kitð Þ � kit � 1 t ¼ inf t P 0 : qit ¼ 1f gð ÞC½ �di;

which integrates over the output levels of different activities and
then subtracts the costs of investment in clean technology (where
1 t ¼ inf t P 0 : qit ¼ 1f gð Þ is the indicator function for the time at
which activity i switches to clean technology and incurs the fixed
cost AnitC).

4.2. Carbon tax and production decisions

As in the static model, there is a carbon tax of st at time t. Profits
of dirty and clean firms can be written, respectively, as

Pidt ¼ max
kP0

Anit f d kð Þ � 1þ stð Þk½ �

¼ Anit f d kd stð Þð Þ � 1þ stð Þkd stð Þ½ � ð20Þ
and

Pict ¼ max
kP0

Anit f c kð Þ � 1þ cstð Þk½ �

¼ Anit f c kc stð Þð Þ � 1þ cstð Þkc stð Þ½ �; ð21Þ
where kc stð Þ and kd stð Þ are then defined as the optimal input deci-
sions for dirty and clean firms respectively. We use pj stð Þ � Pijt=A

nit

to denote normalized profits of activity j 2 c;df g at time t.
We next write the value functions of firms with clean and dirty

technologies as a function of their productivity. At time t, a clean
incumbent with productivity An has (expected) net present dis-
counted value given by the usual dynamic programming recursion
(provided that this value is a differentiable function of time):

rtVct nð Þ ¼ Anpc stð Þ þ _Vct nð Þ � kVct nð Þ:
Intuitively, the firm receives a ‘‘dividend” of Anpc stð Þ on its asset of
Vct nð Þ, but also recognizes that this asset may change value, cap-
tured by the term _Vct nð Þ, and may entirely disappear because of cre-
ative destruction coming from improvements by entrants, which
takes place at the Poisson rate kt and will make the incumbent lose
the asset entirely. This stream of profits is then discounted at the
interest rate rt . Because the household’s preferences are linear,
the interest rate is always equal to the discount rate, i.e.,

rt ¼ q;

and the current owner obtains the flow of profits associated with An

only until an entrant supplants them, this expected net present dis-
counted value can be expressed as
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Vct nð Þ ¼ An
Z 1

t
pc ssð Þe� qþkð Þ s�tð Þds; ð22Þ

which is just the discounted integral of flow profits pc ssð Þ over time,
adjusted for the baseline productivity of the firm and the Poisson
rate k of arrival of creative destruction.

The expected net present discounted value of dirty firms is sim-
ilar, except that they can choose whether to switch to clean tech-
nology at a cost AnitC, so that

Vdt nð Þ ¼ max Vct nð Þ � AnC;
Anpd stð Þ þ _Vdt nð Þ

qþ k

( )
: ð23Þ

The max operator takes care of the choice to switch to clean tech-
nology, while the second part is the dynamic programming recur-
sion rearranged (with rt ¼ q imposed).

Eqs. (23) and (24) show that Vjt nð Þ=An is independent of n for
j 2 c; df g, and we thus define v jt � Vjt nð Þ=An as the normalized
value function.

4.3. Clean technology and R&D decisions

Eq. (23) immediately gives us the equivalent of (Technology IC)
in the static model. Firms are happy to switch to clean technology
if the maximization operator in this expression picks the first term,
which, put in terms of normalized value functions, holds if

vdt ¼ vct � C: ð24Þ
This binding constraint will play an analogous role to (5) in the sta-
tic model, and implies the following form for incentive-compatible
technology choice qt:

vdt ¼ vct � C ) qt 2 0;1½ �
vdt > vct � C ) qt 6 qs for all s < t:



ðDynamic Technology ICÞ

which closely resembles its analogue in the static model.19

Next, using the characterization of the value functions in the
previous subsection, we derive equilibrium R&D decisions. Since
potential entrants have access to the R&D technology given by
(19), equilibrium requires the following free-entry condition to
hold with complementary slackness

u
Z 1

0
qtVct nit þ 1ð Þ þ 1� qtð ÞVdt nit þ 1ð Þ½ �di�wt ¼ 0;

where Vjt nð Þ for j 2 c;df g are the expected value functions defined
in (23) and (24), wt is the equilibrium wage for scientists, and the
integral reflects the fact that R&D is undirected and may lead to
an improvement over a clean or dirty technology. Using the defini-
tion of normalized value functions, the free-entry condition can be
simplified to the following form

qtvct þ 1� qtð Þvdt ¼ wt

uAt
: ð25Þ

At each t, the wage for scientists, wt , adjusts to satisfy (25) (so
zt ¼ Z).

4.4. Planner’s problem

As in the static model, the (social) planner is benevolent, and
therefore maximizes the same objective as the representative
household, (17). She will seek to achieve this objective by choosing
19 Unlike the static condition (Technology IC), however, there is no case in which
vdt < vct � C, s i n c e vdt ¼ max vct � C; qþ kð Þ�1 pdt þ _vdtð Þ

n o
i m p l i e s t h a t

vdt P vct � C for all t P 0. Naturally, the equilibrium involves qt ¼ 1 when the
max operator always strictly picks the first term in (23). We provide conditions for
this not to be the case in equilibrium in Assumption 20 below.
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a sequence of carbon taxes, stð ÞtP0. We also continue to assume that
theplannerdoesnothaveaccess toa commitment technology, so the
sequence of carbon taxes can be revised at any t. As in the static
model, the planner’s preferred allocation differs from that of the
firms in two ways. First, firms do not internalize the environmental
damage they create (except through the carbon taxes that the plan-
ner imposes). Second, they fail to internalize the positive externality
that they create for future producers of the same activity when they
switch to clean technology. This externality is again proportional to
the likelihood of replacement, k.

4.5. Definition of equilibrium

We focus on (subgame perfect) Markovian equilibria where
agents condition their strategies at t on the state

Xt � St; qt; st ; nitf gi2 0;1½ �
� �

, and form rational expectations about

the evolution of future states. The state Xt contains all current
payoff-relevant variables. In a Markov equilibrium, therefore, at
each t, both the government’s tax policy T Xtð Þ and the clean firms’
switching decision Q Xtð Þ are functions of the current carbon stock
St , clean technology level qt , carbon tax st , and technological pro-
gress nitf gi2 0;1½ �. This focus on Markovian equilibria is motivated
by our main interest, which is to understand the implications of
lack of commitment to future carbon taxes. In an infinite-horizon
setup, non-Markovian equilibria may sometimes mimic commit-
ment policies.20 Our Markov concept precludes the possibility of
these reputation-based commitment devices by ruling out strategies
at t that condition on (payoff-irrelevant) aspects of the history of

play not captured by St ; qt ; nitf gi2 0;1½ �
� �

.

A dynamic (Markov) equilibrium, or an equilibrium for short, is
given by a path of technology choices, taxes, input decisions, wages

for scientists, and stock of carbon q�
t

� �
tP0; s

�
t

� �
tP0; k�dt

� �
tP0; k�ct

� �
tP0;

n
w�

t

� �
tP0; S�t

� �
tP0g,

� Given q�
t

� �
tP0, carbon taxes s�t ¼ T Xtð Þ maximize household

utility (18) at each t P 0,
� Given s�t

� �
tP0, clean technology decisions q�

t ¼ Q Xtð Þ satisfy
(Dynamic Technology IC) for all t P 0,

� Given s�t , input choices k�dt and k�ct maximize, respectively, pdt

and pct in (20) and (21), for all t P 0,
� Given s�t

� �
tP0 and q�

t

� �
tP0, the equilibrium R&D intensity zt and

wages wt satisfy labor market clearing (19) and free entry (25)
for each t P 0.

� The carbon stock S�t
� �

tP0 evolves according to the law (14).

Our definition embeds the Markov feature discussed above in
the policy functions T and Q, which preclude carbon tax or clean
technology strategies that depend on any features of the history
of play prior to t not contained in the state Xt . The equilibrium
has a block recursive structure whereby the remaining variables
can be determined from s�t

� �
tP0 and q�

t

� �
tP0. In view of this, we

use the shorthand of referring to an equilibrium as s�t ; q�
t

� �
tP0.

We also define a Balanced Growth Path Equilibrium (BGP) as an
equilibrium in which s�t ; q�

t

� � ¼ ŝ; q̂ð Þ for all t, so that aggregate out-
put At grows at a constant rate given by
20 In our setup, this would take the form of trigger strategies where the social
planner expects worse actions from the firms following a lower-than-promised
carbon tax. Though such schemes are not always feasible, they nevertheless
complicate the analysis. See, for example, Phelan and Stacchetti (2001), who
characterize the equilibrium value set for a class of dynamic policy games between
a taxation authority that cannot commit and a continuum of households.
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g � ak ¼ auZ;

where the presence of the term a ¼ A� 1 follows from the proper-

ties of the Poisson process.21 We will also see that in a BGP, St ¼ bS
for all t. When this causes no confusion, we will also include bS in
the definition of a BGP (or S�t in the definition of an equilibrium).

4.6. Farsighted Pigovian taxes

To characterize the equilibrium tax sequence, we start by deter-
mining the evolution of marginal environmental damages or,
equivalently, the shadow price of carbon emissions, which will give
us the dynamic equivalent of Pigovian taxation (or what we will
call ‘‘farsighted Pigovian taxes”). Consider the Hamiltonian corre-
sponding to the planner’s maximization problem, in (17), subject
to the evolution of the stock of carbon given in (14),

Ht Kt; Stð Þ ¼ Ct � AtD Stð Þ � lt Et=At � dSt½ �; ð26Þ
where lt is the costate variable associated with the stock of carbon
in the atmosphere.22 Since emissions are divided by average produc-
tivity, At , the shadow value of carbon emissions is given by

pt ¼ lt=At : ð27Þ
Since the Hamiltonian is concave, the necessary and (with the usual
transversality condition) sufficient first-order condition for opti-
mality is

@Ht=@S ¼ _lt � qlt;

which yields a simple form for the shadow price of carbon emis-
sions provided that the planner’s maximization problem in (26) is
well-behaved (in particular has a finite value). The next assumption
ensures this:

Assumption 3 (Growth).

g � auZ < qþ d:

Under this assumption, we have:
Lemma 3 (Shadow Cost of Carbon). Suppose Assumption 3 holds.
Then, along any optimal path,

_pt ¼ �D0 Stð Þ þ dþ q� akð Þpt ð28Þ
and thus

pt ¼
Z 1

t
D0 Ssð Þe� dþq�akð Þ s�tð Þds; ð29Þ

for all t P 0.

We refer to the tax trajectory implied by (29) as ‘‘farsighted
Pigovian.” This terminology emphasizes that this tax sequence is
a direct generalization of our static Pigovian tax. The generalization
accounts for the fact that emissions create damages not only today
but at all future dates, which means that the shadow price of car-
bon emissions must incorporate the discounted cost of these future
damages.

Our next result shows that equilibrium taxes—due to the lack of
commitment of the planner—must equal the farsighted Pigovian
21 Each nit is a sample path of a Poisson process with intensity kt, so
R 1
0 Anit di

corresponds to the expectation of ANt ¼ exp Nt logAð Þ, where Nt � Pois ktð Þ so that
E e/Nt
� � ¼ exp kt e/ � 1

� �� �
for any / 2 R.

22 The full maximization problem would also need to impose constraints for the
evolution of the states of clean technology, qt , and average productivity in the
economy, At , but as these constraints do not change the expression for the shadow
price of carbon, we omit them from our exposition in the text.
23 The main technical detail, showing that equilibrium clean technology indeed
always converges in finite time, is stated and proven as Lemma B1 in the Appendix.

15
taxes characterized in (29), at least once clean technology
converges.23

Proposition 10 (Pigovian Best-response). There exists T < 1 such
that equilibrium taxes are given by

st ¼ pt ð30Þ
for all t P T.

Proposition 10 shows that, despite the complicated dependence
of clean technology and R&D decisions on the entire tax trajectory,
equilibrium carbon taxes take a simple form. In fact, in (29), these
taxes only depend on the evolution of the stock of carbon in the
atmosphere Stð ÞtP0. The key to understanding this result is that
absent technology choices, the (farsighted) Pigovian taxes are opti-
mal (with or without commitment), and the lack of commitment,
combined with the Markovian restriction, precludes the planner
from choosing a tax sequence that is ex post distortionary (differ-
ent from Pigou), once the transition to cleaner technology is com-
plete (either with qt ¼ 1 or qt ¼ q̂ < 1). This transition is completed
within some finite time T, enabling us to use backward induction to
prove the proposition.24

Remark 2 (Counterexample to pure Pigovian taxes). Proposition 10
establishes that st ¼ pt for all t P T. In addition, we can prove that
st 6 pt for all t P 0. But there might be some circumstances in which
the social planner prefers to set a tax rate strictly less than the
Pigovian one in the interval 0; T½ � in order to increases future Pigovian
taxes and encourage a faster switch to clean technology. We analyze
the conditions under which this possibility could arise in Appendix B,
but also prove that such a counterexample is possible only if k is very
high (in fact, so high that all geoengineering technologies are strictly
welfare reducing.)

We will see later that, if she could commit, the planner would
prefer to deviate from this Pigovian tax scheme.

4.7. Characterization of equilibrium

To characterize the dynamic equilibrium, we impose dynamic
analogues of Assumptions 1 and 2, which will again rule out
Jevons’ paradox and guarantee an ‘‘interior” equilibrium.

Assumption10 (Dynamic No Jevons) For all t P 0 and all sP 0,
we have

K stð Þ � kd stð Þ � ckc stð Þ > 0:

This assumption enables us to develop another parallel with the
static model. Analogously with (4), let us define

W stð Þ �pc stð Þ � pd stð Þ ð31Þ
¼ f c kc stð Þð Þ � kc stð Þ � f d kd stð Þð Þ � kd stð Þð Þ þK stð Þst

as the difference in (normalized) profits between clean and dirty
technologies at carbon tax st . Recall that in the static model, Lemma
2 ensured that W0 sð Þ ¼ K > 0. Here, we similarly have
W0 stð Þ ¼ K stð Þ > 0 by Assumption 1’. Moreover, in an interior BGP
where st; qtð Þ ¼ ŝ; q̂ð Þ with q̂ 2 0;1ð Þ, we obtain a simplified form
of (Dynamic Technology IC),

vdt � vct ¼ W ŝð Þ
qþ k

¼ C: ð32Þ
24 This result is reminiscent of the generic time-inconsistency result of Calvo (1978).
It is also simplified since D ! 0, which removes the possibility of choosing a
distortionary tax today in order to affect behavior until the taxes are adjusted
tomorrow.
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Here the first equality exploits the fact that when q̂ < 1; vdt is equal
to the discounted stream of profits from dirty technology, and that
profits, taxes and the creative destruction rate, k, are constant, and
the second equality follows from (24).

Assumption 20 (Conditions for Dynamic Interior Equilibrium) Let
the initial carbon stock be S0. Then for all t P 0,

C 2
Z 1

t
W ssð Þe� qþkð Þ s�tð Þds;

Z 1

t
W ssð Þe� qþkð Þ s�tð Þds

� 	
where

st ¼
Z 1

t
D0 S0e�ds þ

Z s

0
kd smð Þe�d s�mð Þdm

� 	
e� dþq�akð Þ s�tð Þds

and

st ¼
Z 1

t
D0 S0e�ds þ

Z t

0
kd smð Þe�d t�mð Þdmþ c

Z s

t
kc smð Þe�d s�mð Þdm

� 	
e� dþq�akð Þ s�tð Þds:

Although notationally cumbersome, this assumption has an identi-
cal interpretation as its static counterpart, Assumption 2. Specifi-
cally, it ensures that the cost of switching to clean technology is
neither too high nor too low—and the relevant thresholds depend
on the farsighted Pigovian taxes and R&D intensities that will pre-
vail when no firm ever switches to clean technology, stð ÞtP0, or all
firms switch to clean technology, ssð ÞsPt . As in its static analogue,
Assumption 2, the conditions in Assumption 2’ depend on the initial
stock of carbon, because this determines the entire path of Pigovian
taxes.

We start by characterizing the BGP in which st; qtð Þ ¼ ŝ; q̂ð Þ for
all t, which also ensures that the stock of carbon in the atmosphere

converges to some finite bS. From (14), this limiting value of the
stock of carbon must satisfy

q̂ckc ŝð Þ þ 1� q̂ð Þkd ŝð Þ ¼ dbS: ð33Þ
Using (29) and (30), the stationary Pigovian tax ŝ is given by

ŝ ¼
D0 bS� �

dþ q� ak
: ð34Þ

These two equations together with (32) determine bS; ŝ; q̂� �
. The

next proposition establishes that such a BGP exists and is unique.

Proposition 11 (Existence, Uniqueness of the Balanced Growth
Path). Suppose Assumptions 1’, 2’, and 3 hold. Then there exists a

unique BGP where St; st ; qtð Þ ¼ bS; ŝ; q̂� �
, and bS; ŝ; q̂� �

is the unique

solution to equations (32)–(34).

The existence of a BGP Ŝ; ŝ; q̂
� �

follows from the equations and

arguments proceeding the proposition. The uniqueness of this BGP
is a consequence of the fact that the BGP farsighted Pigovian tax ŝ
is a decreasing function of q̂. Once the incentive-compatible carbon
tax, ŝ, is pinned down by (32), there exists a unique q̂ that solves

(345). These two variables then yield a unique value of bS.
A noteworthy feature of the unique BGP is that, as in our static

model, q̂ 2 0;1ð Þ and the equilibrium is ‘‘interior.” This, in particu-
lar, ensures that in the BGP, (32) holds, which restricts the value of
the BGP carbon tax to ŝ. The next proposition shows that every
equilibrium converges to the BGP equilibrium in Proposition 11,
and does so by some T < 1.

Proposition 12 (Interior Dynamic Equilibrium). Suppose Assump-
tions 1’, 2’, and 3 hold. Then the unique dynamic equilibrium takes
the following form. There exists a T < 1 such that:
16
1. for all t 2 0; T½ Þ; st and St grow continuously and qt ¼ 0.

2. for all t P T; St ; qt ; stð Þ ¼ Ŝ; q̂; ŝ
� �

, where bS; q̂; ŝ� �
is given in

Proposition 11.

Fig. 6 illustrates the shape of the dynamic equilibrium. The
stock of carbon is always nondecreasing, and smoothly increasing
until the economy reaches the BGP. Therefore marginal environ-
mental damages and Pigovian taxes also increase until they reach
their constant BGP level ŝ. As the Pigovian tax grows, clean tech-
nology incentives also increase—eventually (by monotonicity of
W stð Þ) reaching the value for which (32) holds, at which point
clean technology leaps from zero to q̂ along a most rapid approach
path (Spence and Starrett, 1975).

The proof of Proposition 12 is provided in Appendix B. Here
we give some intuition. Proposition 11 established that the BGP
has to be ‘‘interior”—if all activities eventually switched to clean
technology, the subsequent carbon taxes would be too low to
make such a switch optimal, whereas if no activity switches to
clean technology, the stock of carbon and thus future carbon
taxes would be sufficiently high to incentivize investment in
clean technology. Proposition 12 then shows how we get to this
BGP. Initially, with a lower stock of carbon in the atmosphere
than the BGP value, the marginal damage of carbon emissions is
low, so Pigovian taxes are also low, and consequently the transi-
tion path involves faster growth of emissions than in the BGP.

When the stock of carbon reaches bS, the fraction of firms that
have already transitioned to clean technology must be exactly
the BGP value, q̂, to sustain the (stationary) Pigovian tax sequence
that maintains the dynamic technology IC, (32), so that we have
st ¼ ŝ for all t P T .

4.8. Second-best

We noted above that, as in the static model, if she could com-
mit, the planner would set a carbon tax sequence different than
the Pigovian one. In this subsection, we prove this claim. As in
Proposition 3 in our static analysis, the next result shows that
whenever k > 0, the second-best deviates from Pigovian taxation.
The main differences are that the condition that k > 0 is now auto-
matically satisfied in any BGP with productivity growth (provided
that Z > 0). Second-best carbon taxes, sSBt , exceed Pigovian ones
(are greater than the shadow price of carbon emissions, pt), and
induce more firms to switch to clean technology. In contrast, if
k ¼ 0 so that there is no growth in productivity in this economy,
second-best and Pigovian taxes coincide.

Proposition 13 (Dynamic Second-best).
1. Suppose that Z > 0 (which ensures that k > 0). Then the planner
commits to a carbon tax sSBt P pSB

t for all t P 0, with sSBt > pSB
t for

some t P 0, and the equilibrium fraction of firms that switch to
clean technology converges to qSB > q̂.

2. Suppose that Z ¼ 0 (so that k ¼ 0). Then for all t P 0; sSBt ¼ pt

and the equilibrium fraction of firms that switch to clean tech-
nology converges to qSB

t ¼ q̂.

4.9. Geoengineering

We next consider the implications of geoengineering break-
throughs on dynamic carbon taxation, environmental damages
and welfare. We focus on the BGP derived in Proposition 11, and
show that the results are essentially identical to the effects of geo-
engineering in the static model, derived in Section 2.10. We again



Fig. 6. Time paths of the carbon stock Stð ÞtP0, optimal taxes stð ÞtP0, and clean
technology qtð ÞtP0 in the dynamic equilibrium.

25 This follows Hassler et al. (2016), who argue that Cobb-Douglas is a reasonable
long-run approximation in view of the fact that the cost share of energy does not have
a trend. In computing m from the cost share of energy, we take into account the effect
of carbon taxes. In particular, with the variables defined below, we use the equation

m ¼ Pk EdK
E
ct þ 1þ stð ÞPjE

jKE
djt

h i
=Yt ¼ 0:046, which follows from firms’ cost mini-

mization. This yields m ¼ 0:046.
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distinguish between the two types of geoengineering advances,
captured by the parameters n and t in the general damage function
1� tð ÞD St � nð Þ.

Proposition 14 (Dynamic Implications of Type I Geoengineering
Technologies). Suppose that Assumptions 1’, 2’, and 3 hold, and the

economy’s unique BGP is given by bS; q̂; ŝ� �
. Consider a geoengi-

neering technology improvement of type I that increases n by a
small amount dn > 0. Then:

� dŝ=dn ¼ 0 (taxes do not change).

� dbS=dn ¼ 1 (the stock of carbon increases).
� dq̂=dn ¼ �d=K < 0 (clean technology falls).
� dW=dn < 0 ) k

qþk p̂c � p̂dð Þ > Kŝ (welfare may decline).

This proposition shows that any geoengineering advance of
type I results in conclusions similar to Proposition 4—in the BGP,
the stock of carbon in the atmosphere increases and welfare (in
the BGP) may even decline if there is a sufficiently strong response
of investment in clean technology.

The next proposition gives the dynamic analogues of Proposi-
tion 5. Geoengineering lowers equilibrium clean technology adop-
tion, and welfare may decline.

Proposition 15 (Dynamic Implications of Type II Geoengineering
Technologies). Suppose that Assumptions 1’, 2’, and 3 hold, and the

economy’s unique BGP is given by bS; q̂; ŝ� �
. Consider a geoengi-

neering technology improvement of type II that increases t by a

small amount dt > 0, and let g ¼ bSD00 bS� �
=D0 bS� �

be the elasticity of

the marginal damage function. Then

� dŝ=dt ¼ 0 (taxes do not change).

� dŜ=dt ¼ D0 Ŝð Þ
1�tð ÞD00 Ŝð Þ > 0 (the stock of carbon increases).

� dq̂=dt ¼ � dŜ
1�tð ÞK

1
g < 0 (clean technology declines).

� dW=dt < 0 ) g < gII kð Þ, where

26 Using commodity price data averaged over 2000–2016 and the carbon intensities
mentioned above, the prices per carbon tonne are $410.38/tC for oil, $336.12/tC for
natural gas, and $89.88/tC for coal, or an average carbon price index of
gII kð Þ � a d q� g þ dð Þ k
qþ k

p̂c � p̂d

Kŝ
þ d
q� g þ d

� 	
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and a � ŜD0 Ŝ
� �

=D Ŝ
� �

> 1 (welfare may decline).

We note in addition that the conditions for welfare to decline as
a result of a geoengineering advance of type II are again very sim-
ilar to those we have obtained in the static model in Proposition 5.
In particular, as in the static model, if k is sufficiently large, welfare
declines following both types of geoengineering.

5. Quantitative evaluation

We now undertake an illustrative quantitative exercise to
investigate whether, for environmental damages, emissions, entry
and exit rates, and clean technology investment costs consistent
with available evidence, geoengineering advances could indeed
reduce welfare. For this exercise, we focus on the BGP of the
dynamic model, and abstract from various other important factors,
such as political economy issues, uncertainty and transitional
dynamics.

5.1. Production

We assume that firm-level dirty and clean production technolo-
gies are identical and Cobb-Douglas,

f d kð Þ ¼ f c kð Þ ¼ #km;

which implies that the only benefit from switching to clean technol-
ogy is reducing emissions. The parameter m is the elasticity of out-
put with respect to energy use, and we set m ¼ 0:046 to match the
total cost share of energy.25 The parameter # is then chosen so that
the model matches world output Yt in 2016 (from World Bank,
2019).

Energy inputs kdt and kct are denominated in gigatonnes of car-
bon (GtC), and emissions are given by (13). We set c ¼ 0 since
emissions from non-fossil fuel energy are negligible and normalize
A2016 ¼ 1. Since the dirty energy input and emissions are equal in
our model, we set 1� qtð Þkdt ¼

P
jE

jKE
djt
, where KE

djt
is the global

energy consumption of type dj (in particular,
dj 2 coal;oil;natural gasf g) and Ej is the average carbon intensity
of energy source dj, obtained from EPA (2018).

Given the choice of units in our model, qtkct should be measured
in ‘‘carbon-equivalent” units, so that we capture the amount of
carbon emissions that would have been generated from the same
consumption of energy had it not been generated by clean tech-
nologies. To do this, we scale total clean energy consumption by

the average carbon intensity of dirty inputs, Ed ¼
P

j
EjKE

dj tP
j
KE
dj t

, and thus

qtkct ¼ EdK
E
ct . We normalize the price of the inputs kdt and kct to 1

using a carbon price index Pk.26 Table 1 summarizes our parameter
choices.
Pk ¼ $284:11=tC.



Table 1
Production technology parameters.

Parameter Value Source

t energy-output elasticity 0.0460 energy services as a fraction of global GDP
c clean tech emissions rate 0 n.a.
Yt world output 77.797 trillion 2010 USD, 2016, market exchange rate (World Bank, 2019)
# production function TFP 69.843 trillion 2010 USD (World Bank, 2019)
g rate of emissions growth 0.0199

KE
2016 � KE

2000

� �1=18 � 1

k replacement probability 0.0175 U.S. firm-level exit rate (Acemoglu et al., 2016)

K̂E
dj

n o
coal consumption 3.731 gigatonnes of oil equivalent (Gtoe) (IEA, 2018)

oil consumption 4.390 Gtoe (IEA, 2018)
natural gas consumption 3.035 Gtoe (IEA, 2018)

EjK̂E
dj

n o
coal emissionsa 2.931 3:731 Gtoe � 0:786 tC

toe coal ¼ 2:931 GtC

oil emissionsb 3.791 4:390 Gtoe � 0:863 tC
tonne soil ¼ 3:791 GtC

natural gas emissionsc 1.742 3:035 Gtoe � 1:58 tonnes natural gas
tonne soil � 0:574 tC

tonnes natural gas ¼ 1:742 GtC

1� q̂ð Þk̂d total dirty inputs 8.463 P
jE

j K̂E
dj

GtC

K̂E
c

clean energy consumption 2.604 Gtoe (IEA, 2018)

q̂k̂c total clean inputs 1.975 1
1:318

GtC
Gtoe � 2:604 Gtoe ¼ 1:975 GtC

pdj
n o

coal price 89.88 USD/tC, Australian world coal price (2000–2017)d

oil price 410.38 USD/tC, Brent crude price (2000–2017)e

natural gas price 336.12 USD/tC, U.S. Henry Hub Gas world price (2000–2017)f

Pk carbon price index 284.11 USD/tC, Pk ¼ P
jpdj k̂dj

� �
=
P

j k̂dj .

a From EPA, 2018. Coal: 21:11 mmbtu
tonne coal � 26:05 kgC

mmbtu � 10�3 tonne
kg

1
0:7

tce
toe ¼ 0:786 tC

toe coal.
b Oil: 1

7:33
toe

barrel � 5:80mmbtu
barrel � 20:31 kgC

mmbtu � 10�3 tonne
kg � 10�3 tC

toe ¼ 0:863 tC
toeoil.

c Natural gas: 0:1 mmbtu
thermal natural gas 14:46

kgC
mmbtu � 10�3 tonne

kg � 396:8321 therm
toe ¼ 0:574 tC

toe natural gas.
d Average Australian world coal price 1 January 2000 to 1 July 2017, of $70.61/tonne, and 0:786 tC

toe coal.
e Average price of Brent crude, $64.87/barrel from 1 January 2000 to 1 January 2017. The calculation is 64:87 USD

barrel � 7:33 barrel
toe � �0:863 toe

tC ¼ 410:38 USD
tC . Golosov et al. (2014),

use $70/barrel, from 2005–2009.
f Average world price of U.S. Henry Hub Gas, 1 January 2000 to 1 July 2017. The calculation is 4:86 USD

natural gas mmbtu � 1
14:46

mmbtu
kgC � 103 kgC

tC ¼ 336:12 USD
tC .

28 This is in the ballpark of the total cost of investment in clean energy in 2016,
$287.5 billion; see BNEF (2018).
29
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We identify the equilibrium fraction of clean firms q̂ in the BGP
from the fraction of global clean energy use.27 In Appendix C we use
the first-order conditions of energy firms to derive the following
relationship between the measure of clean firms and the observed
level of clean energy production, KE

c :

qt ¼
EdK

E
ct

EdK
E
ct þ 1þ stð Þ 1

1�m
X
j

EjKE
djt

: ð35Þ

Evaluating (35) with data from IEA (2018) yields q̂ ¼ qt ¼ 0:158 for
t ¼ 2016, where st ¼ ŝ ¼ 72:82 USD/tC is the BGP Pigovian tax
derived below. Given the values for qt ; m, and Yt=Pk, the parameter
# of the firm-level production technologies is chosen as

# ¼ Yt=Pk

1� qtð Þ1�m KE
dt

� �m
þ q1�m

t KE
ct

� �m
¼ 69:843

trillion USD
284:11 USD=tC

for t ¼ 2016:

The growth rate of average productivity, g, is identified with the
average growth rate 0.0199 of energy consumption KE

dt þ KE
ct

between 2000 and 2016. We set the parameter k ¼ 0:0175, which
is the exit rate of US energy firms between 1975 and 2004
(Acemoglu et al., 2016). Finally, we calibrate the cost to switch to
clean technology, C, from the Technology IC Constraint in (32), with
27 The clean technologies are hydroelectric, nuclear, renewables, geothermal, and
biofuels. The unadjusted fraction of clean energy in 2016 (i.e., (35) evaluated at
st ¼ 0) is 0:189. Another option would be to directly use q ¼ 0:11, the fraction of U.S.
firms classified as clean based on the energy technology patents they hold (Acemoglu
et al., 2016, p. 76), which leads to very similar results. Note that this measure of clean
technology excludes potential improvements in energy efficiency.
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bW ¼ p̂c � p̂d ¼ #k̂tc � k̂c � #k̂td � k̂d
h i

þ k̂dŝ, which also ensures that

(A20) holds. This yields q̂ qþ kð ÞC ¼ 132:34 billion USD of fixed costs
incurred per year.28

5.2. Damage function

We set the discount rate q ¼ 0:0425 as in Nordhaus (2017). We
also follow Nordhaus and adopt the environmental damage
function

D Ttð Þ ¼ a2T
2
t ; ð36Þ

where Tt is the difference of the current global average surface tem-
perature and the long-run historical average; the coefficient
a2 ¼ 0:00236 is calibrated such that 3

	
C of warming reduces GDP

by 2.1%. Mean global surface temperature in Nordhaus (2017) is
given by

Tt St ; n; tð Þ ¼ bFt St; n; tð Þ þ ct ð37Þ
where Ft St ; n; tð Þ is the total radiative forcing from the anthro-
pogenic carbon stock St .29 We introduce geoengineering by parame-
terizing this term as
Nordhaus’s Nordhaus’s (2017) specification includes a feedback loop between
surface and deep ocean temperatures as well as exogenous radiative forcing (e.g.,
f r om non -CO 2 em i s s i on s and l and us e change s ) . S p e c i fi ca l l y ,
ct ¼ Tt�1 � b b2 þ b3ð ÞTt�1 þ bb3T

ocean
t�1 þ bFexogt , with mean deep ocean temperature

evolving as Tocean
t�1 ¼ 1� b4ð ÞTocean

t�1 þ b4Tt�1 (Nordhaus, 2017, eq. 6–8). These terms do
not have natural counterparts in BGP and tend to be less important than the direct
effect of atmospheric carbon on temperature, so like Golosov et al. (2014) we ignore
them and set ct ¼ 0 .



Table 2
Damage function parameters.

Parameter Value Source

h climate sensitivity 3.1 Nordhaus, 2017
a2 economic damage of

temperature
0.00236 Nordhaus, 2017

Ŝ carbon stock 854.06 gigatonnes of carbon (GtC) in
2016 (NOAA, 2019)

Ê emissions 8.463 gigatonnes of carbon (GtC)
(IEA, 2018; EPA, 2018)

q discount rate 0.0425 Nordhaus, 2017
d carbon depreciation 0.0183 See text; based on IPCC (2007)

Table 3
Calibrated equilibrium quantities.

Parameter Value Source

ŝ carbon tax 72.82 2010 USD/tC
q̂ fraction of clean firms 0.158 IEA, 2018
q̂C switching fixed cost 132:34

qþd
billion 2010 USD/year
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Ft St ; n; tð Þ ¼ h 1� tð Þ
ln 2

ln
St � n

S

� 	
ð38Þ

where h is the ‘‘equilibrium climate sensitivity,” calibrated to gen-
erate 3:1	C of global warming under a CO2 doubling from pre-
industrial levels and S ¼ 581 GtC is the pre-industrial atmospheric
stock (Golosov et al., 2014). Type I geoengineering, n, reduces the
effective atmospheric carbon stock. Type II, t, directly affects global
temperature through total radiative forcing (see Moreno-Cruz and
Keith, 2013; Emmerling and Tavoni, 2018; and Heutel et al.,
2018). Specifically, (39) uses the multiplicative form of Heutel
et al. (2018).

We set the constant rate of carbon depreciation, d, as

d ¼ 1� 0:51=30
� �

� 1� 0:2ð Þ ¼ 0:0183, in order to match the IPCC

estimates that one-half of new carbon emissions persist in the
atmosphere after 30 years and that one-fifth persists indefinitely
(Golosov et al., 2014).30 Finally, we set the BGP level of carbon stockbS to equal the total amount of carbon in the atmosphere in 2016.
Table 2 summarizes these parameters.

With these assumptions, equations (36)–(38) imply the follow-
ing form for the environmental damage function:

D bS; n; t� �
¼ D 	 T 	 F ¼ a2

h 1� tð Þ
ln 2

ln
bS � n
S

 ! !2

:

Note that even though (36) is quadratic in temperature, our damage
function is not quadratic in the carbon stock, nor does it have a con-
stant elasticity. Given this damage function, Eq. (34) yields a BGP

Pigovian carbon tax of ŝ ¼
At#D0 bS;n;t� �

qþd�g . With our other parameter

choices, this implies a carbon tax of ŝ ¼ 72:82 USD/tC31, as reported
in Table 3. The calculation of this carbon tax completes the descrip-
tion of the BGP equilibrium in our calibrated economy.
5.3. Results

We now calculate versions of the key statistics discussed Propo-
sitions 14 and 15. The geoengineering parameters are n ¼ t ¼ 0 in
the baseline. We start with small changes in these geoengineering
parameters, and then turn to larger variations.

We begin with type I geoengineering. Proposition 14 estab-
lished that geoengineering advances of type I improve welfare pro-
vided that k

qþk p̂c � p̂dð Þ < Kŝ. In our calibrated economy, we have

k
qþ k

p̂c � p̂dð Þ ¼ 0:820 < 2:517 ¼ Kŝ;

which implies that dW=dn > 0. That is, this type of geoengineering
always improves welfare. The intuition for this result is that our
estimates imply relatively small values for p̂c � p̂d and k, and
thus relatively small indirect costs due to lower investments in
clean technology. The lower carbon emissions resulting from
geoengineering of type I, Kŝ, comfortably exceed these indirect
costs.

The implications of geoengineering of type II are very different.
In this case, Proposition 15 shows that welfare effects depend on
the curvature of the damage function. In particular, recall that
30 In Appendix C we discuss how our results would be affected by alternative
models of carbon depreciation and different specifications of the effects of geoengi-
neering technologies on climate.
31 The average E.U. ETS price between 2009 and 2018, 10.76 euro/tCO2, translates
into 44.21 USD/tC, using 1.12 USD/euro and 0.273 tC/tCO2 (3.66 tCO2/tC). Nordhaus’s
Nordhaus’s (2017) calculation, which takes into account the full set of temperature
and carbon dynamics and future technological improvements, is $114.19/tC ($31.23/
tCO2), with a 10–90%-tile range of $26; $282½ �. Golosov et al.’s (2014) benchmark
estimate is $60/tC.
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dW=dt < 0 if and only if g < gII kð Þ. In our calibrated economy,
we have

g
^ ¼

1� ln Ŝ�n
S

� �
ln Ŝ�n

S

� � ¼ 1:596 < 2:324 ¼ gII kð Þ:

therefore, for this type of geoengineering technologies, we are com-
fortably in the region where dW=dt < 0, and so marginal advances
in geoengineering technology of type II will reduce welfare. The
intuition for this result is that given our damage function, environ-
mental damages are relatively insensitive to the carbon stock

around the BGP level bS, and thus restoring equilibrium investment
incentives following geoengineering advances requires a very large
increase in carbon emissions.

The next question concerns the size of welfare losses due to
geoengineering advances. In Appendix C, we show that an
improvement that neutralizes 10% of all climate damage

(0:1 ¼ 1� 1� dtð Þ2, or dt ¼ 0:051) reduces investment in conven-
tional clean technology by 78.8%, increases carbon emissions by
14.8%, and reduces global welfare by 0.113% (83.7 billion USD/
year). In contrast, if investment in clean technology were kept con-
stant (for example, by committing to a future carbon tax schedule),
the same technology would have improved welfare by 0.066%. This
underscores the importance of considering new policy tools in
response to potential geoengineering advances.32
6. Conclusions

Many scientists and policymakers are pinning their hopes on
major geoengineering advances to stem damages from the
rapidly-rising concentration of carbon in the atmosphere. Others,
on the other hand, have worried that the prospect of geoengineer-
ing advances may jeopardize more conventional solutions to our
environmental maladies, most notably the necessary increases in
carbon taxes. Many of these concerns center around the possibility
that the promise of geoengineering solutions may not materialize,
or that geoengineering may have harmful side effects. In this paper,
we have proposed an alternative perspective on the possible dark
32 For slightly larger (smaller) improvements, welfare losses are larger (smaller). For
much larger improvements, our Assumption 2’ would be violated, all clean
technology investment would displaced and the economy would move out of the
interior equilibrium. This does not by itself guarantee that welfare increases, but with
even further geoengineering advances welfare would eventually rise. See Appendix C
for the numerical results.
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side of geoengineering. We have argued that geoengineering may
damage the environment and welfare precisely when it is expected
to materialize (or at least do so with a high probability). At the cen-
ter of our argument is the possibility that the expectation of geo-
engineering makes future carbon taxes non-credible (because
once geoengineering advances have been made, the damage from
carbon emissions is reduced), which will discourage current
investments in conventional cleaner technology, increase emis-
sions and perhaps even reduce welfare.

We see this paper as a first step in the investigation of correc-
tive policies without commitment and in the context of technolog-
ical breakthroughs like geoengineering. In addition to considering
richer menus of different technologies for reducing carbon emis-
sions and combating climate change, future theoretical work could
consider direct competition between firms using clean and dirty
technologies (see Acemoglu et al., 2016 for one attempt in this
direction). A major element missing from our analysis is the inter-
action between different countries and jurisdictions, which would
require political economy considerations in addition to the issues
of policy-making without commitment. Potentially more impor-
tant is to provide empirical evidence on the two-way interactions
between technology and policy—how current and future policy
affects investments in clean technology, and how new technologies
impact future policies.33

How empirically relevant is the possibility that new geoengi-
neering breakthroughs affect clean technology investments
through the carbon price? Geoengineering breakthroughs have
not yet occurred, and in this sense our specific predictions are
untestable. In other historical settings, however, exogenous tech-
nological breakthroughs appear to have dampened the incentives
to adopt clean technology. Consider the celebrated sulfur dioxide
(SO2) trading market introduced by the U.S. Clean Air Act of
1990. Following the act, unexpected declines in the transportation
cost of low-sulfur Appalachian coal reduced sulfur emissions for
many regulated firms and depressed sulfur permit prices
(Schmalensee and Stavins, 2013, pp. 11–12) and depressed sulfur
permit prices. As in our theory, these developments discouraged
the adoption of conventional cleaner technologies, such as fuel
scrubbers, to one-third of the government target (Burtraw, 1996,
pp. 20–21).

Finally, while the paper’s analysis has been positive, its results
have normative implications. First, much of the conversation over
climate engineering thus far has centered on scientific assessments
of the probabilities that geoengineering will succeed or create
adverse environmental risks. We suggest that the prospect of this
research may itself affect economic equilibria by impacting invest-
ments in conventional clean technology, and in this sense our
model provides a note of caution for geoengineering policymakers.
Second, by stressing the costs of the policymakers’ inability to
commit to future carbon taxes, our results highlight that there
are additional benefits from efficient subsidies for clean technology
(which would remove the excessive reliance on carbon taxes to
incentivize innovation) and from new commitment devices in the
context of environmental policy.34
33 For example, Lemoine (2017) provides evidence from the U.S. coal futures market
that the anticipation of a possible federal carbon price meaningfully altered firms’ ex-
ante coal storage decisions.
34 For example, enforceable carbon price floors, such as the auction reserve price in
the California cap-and-trade mechanism under AB 32 (Borenstein, et al., 2019) may
help to provide some medium-term commitment in the context of carbon markets.
Laffont and Tirole (1996) also discuss a number of more complicated options
contracts that can be used to mimic commitment in dynamic pollution permit
markets.
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Appendix A. Omitted Proofs

Proof (Proof of Proposition 2 (Interior Equilibrium)). (Interiority).
From Proposition 1, ŝ ¼ D0 �; q̂ð Þ. Assumption 2, which imposes that
1� kð ÞW sð Þ < C and 1� kð ÞW �sð Þ > C, then implies that neither
q ¼ 0 nor q ¼ 1 are subgame perfect equilibria. (Existence and
uniqueness). The private gain from switching to clean technology,
W sð Þ, is continuous in s, so the intermediate value theorem gives
existence of a point ŝ such that 1� kð ÞW ŝð Þ ¼ C. Since W sð Þ is
increasing (from Lemma 2), ŝ is unique. Moreover, because D00 > 0,
the Pigovian tax,
s ¼ D0 1� dð ÞS0 � qK sð Þ þ kd sð Þð Þ;
is decreasing in q. Consequently q̂ is also unique.
Proof (Proof of Proposition 3 (Second-best)). The derivative of wel-
fare with respect to q is

@W
@q

¼ f c kcð Þ � kc � C� f d kdð Þ � kdð Þ � @S
@q

D0 Sð Þ

which, using @S=@q ¼ K and the fact that in the interior,
f c kcð Þ � kc � f d kdð Þ � kdð Þ þKs ¼ C

1�k ¼ C� k
1�kC, becomes

@W
@q

¼ k
1� k

C�KsþKD0 Sð Þ: ðA1Þ

At s ¼ D0 Sð Þ, (A1) is positive, implying that sSB > D0 Sð Þ yields strictly
higher welfare than s ¼ D0 Sð Þ if and only if k > 0.
Proof (Proof of Proposition 4 (Type I Geoengineering)). (Taxes, dam-
ages do not change). In an interior equilibrium,

ŝ ¼ 1
K

C
1� k

� f c kcð Þ þ kc þ f d kdð Þ � kd

� �
and the RHS is invariant to a level shift in S0, so dŝ ¼ 0. If ŝ ¼ D0 Sð Þ,
then dS ¼ 0, which implies that �Kdq̂ ¼ dn. (Welfare). We can calcu-
late the total derivative of welfare,
W ¼ q f c kcð Þ � kc � Cð Þ þ 1� qð Þ f d kdð Þ � kdð Þ � D 1� dð ÞS0 � nþ Eð Þ,
with respect to n as

dW
dn ¼ q f 0c kcð Þ � 1

� �
dkc
ds þ 1� qð Þ f 0d kdð Þ � 1

� � dkd
ds

h i
dŝ
dn

þ f c kcð Þ � kc � C� f d kdð Þ � kdð Þ½ � dq̂dn þ D0 � dE
dnD

0

¼ f c kcð Þ � kc � C� f d kdð Þ � kdð Þ½ � dq̂dn

ðA2Þ

where the second line uses dŝ=dn ¼ 0 and dE=dn ¼ 1. (And
dE=dn ¼ 1 confirms dD=dn ¼ 0). Using (5), (A2) simplifies to

dW
dn

¼ k f c kcð Þ � kc � f d kdð Þ � kdð Þð Þ � 1� kð ÞKs½ �dq̂
dn

:

Using dq̂=dn ¼ �1=K, and pc � pd �Ks ¼ f c kcð Þ � kc � f d kdð Þ � kdð Þ,
we conclude that dW

dn < 0 ) k pc � pdð Þ > Ks.
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Proof (Proof of Proposition 5 (Type II Geoengineering)). (I. Taxes). As
in the proof of Proposition 4, only dŝ=dt ¼ 0 sustains IC. (II. Envi-
ronmental damage). Differentiating total environmental damage,
1� tð ÞD Sð Þ, with respect to t, we obtain

dD �ð Þ
dt

¼ �D Sð Þ þ 1� tð ÞD0 Sð Þ dS
dt

: ðA3Þ

To calculate dS=dt, note that because dŝ=dt ¼ 0, we can
differentiate

1� tð ÞD0 Sð Þ ¼ ŝ

with respect to t to obtain

�D0 Sð Þ þ dS
dt

1� tð ÞD00 �ð Þ ¼ 0 ) dS
dt

¼ 1
1� t

D0 Sð Þ
D00 :

The total effect in (A3) then becomes

dD �ð Þ
dt

¼ �D Sð Þ þ 1
1� t

D0 Sð Þ
D00 1� tð ÞD0 Sð Þ

¼ �D Sð Þ þ 1
g
� SD0 Sð Þ;

ðA4Þ

where g � SD00 Sð Þ=D0 Sð Þ is the relative curvature of D �ð Þ at S. By con-
vexity (D00 P 0), the quantity D Sð Þ is bounded above by SD0 Sð Þ, so
letting g� � SD0 Sð Þ=D Sð Þ > 1 we have

g < g� ) dD=dt > 0:

(III. Welfare). Aggregate welfare changes with t according to

dW
dt ¼ @

@q q f c kcð Þ � kc½ � þ 1� qð Þ f d kdð Þ � kd½ � � qC½ � dqdt � dD �ð Þ
dt

¼ f c kcð Þ � kc � f d kdð Þ � kd½ � � C½ � dqdt � dD �ð Þ
dt

¼ k
1�kC�Ks
� � dq

dt � dD �ð Þ
dt ;

where the last substitution follows from (5).
Differentiating the tax invariance condition D0 Sð Þ ¼ 1� tð ÞD0 Sð Þ

as before, noting that S can adjust only through q, and that
@E=@q ¼ �K, we obtain

dq
dt

¼ @E
@q

� ��1 dS
dt

¼ � 1
K 1� tð Þ

D0 Sð Þ
D00 ; ðA5Þ

or equivalently,

dq
dt

¼ � 1
K 1� tð Þ

S
g
:

As s ¼ 1� tð ÞD0 Sð Þ, using this expression for dq=dt above gives

k
1� k

C�Ks
� �

dq
dt

¼ � k
1� k

C � 1
K 1� tð Þ

S
g
þ 1
g
SD0 Sð Þ: ðA6Þ

From above, the total effect on environmental damage is

� dD �ð Þ
dt

¼ D Sð Þ � 1
g
SD0 Sð Þ: ðA7Þ

The last term in each of the previous two expressions cancels when
summed, and we obtain

dW
dt

¼ D Sð Þ � k
1� k

C � 1
K 1� tð Þ

S
g
: ðA8Þ

From (5), we have

C ¼ 1� kð Þ pc � pdð Þ; ðA9Þ
and multiplying both sides by K 1� tð ÞD0 Sð Þ=D Sð Þ, we obtain

dW
dt

< 0 ) Ks� k pc � pdð Þ1
g
SD0 Sð Þ
D Sð Þ < 0

and letting a � SD0 Sð Þ=D Sð Þ > 1 (where the inequality follows from
the strict convexity of D �ð Þ), we conclude that
21
g < gII kð Þ � ak
pc � pd

Ks

� �
characterizes the family of damage functions for which dW=dt < 0.
Proof (Proof of Claim in Footnote 14 (Quadratic Damages)). (Dam-
ages always increase). If D is quadratic, then the approximation

D Sð Þ 
 SD0 � 1
2
S2D00

is exact, so that D=SD0 ¼ 1� g=2. By (A4),
dD=dt > 0 ) �D Sð Þ þ g�1SD0 Sð Þ > 0, so

dD=dt > 0 ) �1þ g=2þ 1=g > 0;

or dD=dt > 0 ) g2=2� gþ 1 > 0. But g2=2� gþ 1 is a polynomial
with only imaginary roots, and is thus always positive.(Welfare).
Under the assumption that D is quadratic, a ¼ 1� g=2 and from
(A4), we conclude that the condition

g 1� g=2ð Þ � k
pc � pd

Ks

� �
< 0

characterizes the region for which dW=dt < 0. The resulting poly-
nomial has only imaginary roots when

k
pc � pd

Ks

� �
>

1
2

which is precisely the condition that k P k�.
Appendix B. Supplementary material

Supplementary data associated with this article can be found, in
the online version, at https://doi.org/10.1016/j.jpubeco.2022.
104802.
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